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Abstract

This paper aims to investigate the impacts from an introduction of an immigration detention center

within select U.S. Commuting Zones from 1990-2016 on certain economic performance variables such as

employment in traded and non-traded industry sectors, median home value, median household income,

and poverty rate. The methodology employed include event study and difference-in-differences regressions

finding statistically insignificant results concerning the treatment effect of an introduction of a detention

center. Reversing assumptions for categorizing industries into traded and non-traded sectors yields similar

regression results for employment outcomes. Control variables that demonstrate some statistical significance

on economic performance measures include individuals residing in group quarters and individuals having

graduated from high school.
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1 Introduction

1.1 Intent of the Investigation

The aim of this investigation is to examine and evaluate the impacts on select United States Commuting

Zones’ economic health from introductions of immigration detention centers. Contracting with U.S. Im-

migration and Customs Enforcement is a tempting offer for rural communities; the opening of a detention

center should bring with it employment opportunities within the facility and more traffic to the area via

lawyers and family for those detained. Those in favor of abolishing immigration prisons argue against these

supposed economic benefits, stating that alternatives to detainment cost pennies in contrast to immigration

prisons – about 5 dollars per day per person in contrast to a detention bed of nearly 200 dollars per day –

which can increase debt risk to a municipality. Whether or not municipalities benefit more from setting up

detention centers or choosing an alternative economic pathway is continuously debated. The question for

the investigation is thus as follows: how does the introduction of an immigration detention center in a rural

community impact the community’s associated Commuting Zone’s economic health and wealth measures

such as employment, median home value, median household income, and poverty rate?

1.2 Brief Overview of Existing Evidence & Approach of Investigation

Previous research into the economic impacts of incarceration centers has yet to have focused specifically

on immigration detention centers. Past research into the economic impacts of studies such as Farrigan

and Glasmeier (2007) have found that state-run prisons erected between 1985 and 1995 in rural counties

have a limited economic impact on said counties and may even be positively correlated with poverty rates;

prison impacts were not significant enough to boost economic health within a county. Besser and Hanson

(2004), using Census data for 1990-2000, found that changes in the unemployment rates were essentially

identical between prison and non-prison towns, though public sector employment increased more in prison

towns. Employment growth within nonagricultural sectors, average household wages, and the median value

of housing were actually found to be lower in new prison towns in comparison to non-prison towns. Hooks

et al. (2004) obtained data on all U.S. prisons between 1969-1994 and examined the impact on employment

growth in the counties containing them, finding no evidence that prisons contributed to job growth in

those counties and impeding employment growth in some slower-growing counties. The study also found

no significant relationship between the presence of a prison and employment growth in more populous

metro counties – prison impact is drowned out within larger and more diverse urban economies. These

past studies have focused on all prisons rather than immigration detention centers specifically and have
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focused on newly constructed prisons prior to the year 2000, while the intended study aims to look at more

current data concerning immigration detention centers. Data and other information collected on immigration

detention centers have yet to provide causal evidence on the impact of detention center construction on local

economies. Local newspapers detail the perceived economic impacts of detention centers. The Atlanta

Journal Constitution considers the impact of Irwin County Detention Center on Irwin County – the center

employs around 200 individuals with a 10.5 million dollar annual payroll, which appears substantial when

considering the county has a population of just under 10,000. Small, local businesses such as mechanics also

supposedly benefit from detention centers, making around 50,000 dollars just from tire and maintenance

work on the center’s vehicles per year. According to Irwin County officials, the detention center spends

millions annually on a variety of local goods and services in the area, including food and utilities. The

causal impact of detention centers on these local communities cannot stem from simple data comparisons.

Economic impacts of detention centers specifically can have important policy implications when considering

the problem of immigration within the United States – fewer economic benefits could potentially lend further

argument as to the decline of these detention centers.

1.3 Paper Overview

To assess the economic impacts of immigration detention centers data from the 5-year American Community

Survey (ACS), the 10 year U.S. Census, and the County Business Patterns (CBP) tables will be used.

Detention centers are collected from the ICE over-72-hour facilities list and narrowed down to the following

conditions: surrounding county population of under 30,000 (similar to the Hooks et al. study to focus on

rural communities), not affiliated with the Bureau of Prisons, and ICE reports available. The objects of

interest subsequently are the Commuting Zones the detention centers are located in with the final sample

size numbering 24 detention centers and 19 Commuting Zones. Four of the Commuting Zones have two

detention centers introduced throughout the span of the investigation.

Similar Commuting Zones that did not introduce detention centers are paired to the Commuting Zones

that did. An event study and difference-in-differences methodology for balanced and unbalanced panel

data is utilized. Commuting Zones are paired using nearest neighbor matching with calculated propensity

scores from a logistic regression designating the likelihood of a Commuting Zone being “treated” with the

introduction of a detention center. The year of introduction of the detention centers is obtained from ICE

facility overview reports.

The event study method will introduce dummy variables looking at the years before and after a county

is treated (or not) for both unbalanced and balanced panels, with balanced panels specifically looking at 4

years prior to the introduction of a detention facility and 2 years after. Difference-in-differences for both
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unbalanced and balanced panels will similarly examine the time, treatment, and interaction of time and

treatment dummy variables introduced to assess the treatment effect of introducing a detention center. For

both methodologies, dummy variables will be regressed on median home value, the log of employment,

median household income, and poverty rate. Control variables include total population, land area, racial

composition, group quarters population, and educational attainment. State and year fixed effects are also

considered in the regressions.

The variables described are similar to the ones utilized in previous studies on prisons, though existing

literature has yet to investigate these outcomes for immigration detention centers. This paper will also

extend the time frame studied past the year 2000, providing more recent results on the impact of detention

centers. Statistics on detention centers do not provide causal evidence for either positive or negative economic

impacts on these rural counties, thus this investigation aims to evaluate such impacts via an event study

and difference-in-differences methodology and advance the literature on economic consequences of detention

center construction.

2 Literature Review

2.1 Previous Literature

Past academic literature has focused on the construction of general prisons in rural counties. These studies

have all found the relationship between prison construction and economic health measures to be non-existent,

if not negative. Reviewing this literature is helpful in assessing previously employed methodologies to

potentially utilize in this study centered specifically on detention centers as well as to evaluate the channels

through which prisons and similar structures could potentially impact a rural community.

A study by Hooks et al. (2004) considers all U.S. prisons in existence between 1969 and 1994 in both

metropolitan and nonmetropolitan areas. Utilizing data from the 1995 Census of State and Federal Adult

Correctional Facilities, Hooks et al. examine three periods: 1969-1979, 1979-1989, and 1989-1994 and

employ a 10 year lag between these time periods to test for long-term development shifts at a local level.

The dependent variable of focus is employment growth collected from the Regional Economic Information

System (REIS) and is divided into public, private, and total growth. Spatial autocorrelation and control

variables such as per capita property taxes, total bank deposits, and commercial aircraft activity as well as

dummy variables for each state are utilized in the study. The results demonstrate that there is no significant

relationship between prisons and job growth (aside from new prisons increasing public employment), and

that prisons actually impeded employment growth in counties with lower growth rates. The study also found
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that prison impact is drowned out within larger and more diverse urban economies – metropolitan counties

had no significant relationship with prison presence and job growth. Hooks et al. (2010) revisits the study to

expand upon data through 2004 and again find that prisons do not play a strong role in economic growth in

rural counties, offering explanations such as correction officers moving to fill openings, adverse local impacts

of prison labor, and weakness of local multipliers with prison openings.

Besser and Hanson (2004) utilizes Census data for 1990 and 2000 to look at economic and demographic

changes associated with the introduction of a new prison in a small rural town. 1990 Census data is used to

evaluate economic factors before prison opening while 2000 Census data looks at the factors after the prison

was in operation. Using multiple regression analysis the study finds that changes in the unemployment rates

were basically identical between towns with prisons and towns without (aside from public sector employment).

Employment growth within median house value, household wages, and nonagricultural sectors was often

found to be lower in newer prison towns.

Farrigan and Glasmeier (2007) examines state-run prisons constructed between 1985 and 1995 in rural

counties and their impacts on county earnings by employment sector, population, poverty rate, and degree of

economic health. The study employs a difference in differences method by matching treatment counties with

constructed detention centers and similar control counties without detention centers. The results of the study

demonstrate that prisons haven’t had any significant economic effects on the rural counties studied, instead

having a positive relationship with poverty rates on persistently poor rural counties. Prison construction also

was shown to be associated with diminishing transfer payments in persistently poor counties but an increase

in state and local government earnings in counties already in relatively good economic health. Overall

Farrigan and Glasmeier (2007) concludes that prison construction isn’t enough to foster economic change

within a rural county.

2.2 Contribution to Existing Literature

This paper will contribute to the existing literature in focusing on immigration detention centers rather

than general prisons. The paper also will evaluate detention centers opening through 2016 whereas previous

papers only examined prisons opened 2004 and prior. An event study methodology will also be employed

in contrast to prior literature having worked solely with multiple regression analysis and difference in dif-

ferences methodologies. Dependent variables on economic health in previous studies have looked mostly at

employment growth whereas this study will examine not only employment, but median household income,

median home value, and poverty rates per Commuting Zone. Potential weaknesses of this research include a

smaller sample size as detention centers are less common than general prisons and discrepancies in matching

Commuting Zones as matching is done with a simple nearest neighbor analysis – matching treatment and
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observed counties more methodically involves a process like Mahalanobis Metric Matching as demonstrated

in Farrigan and Glasmeier (2007).

3 Overview of Data

3.1 Data on Immigration Detention Centers

Data on immigration detention centers are collected from the ICE database of over 72 hour facilities. The

detention centers and Commuting Zones containing them are chosen to be a part of the treatment group in

the event study and difference-in-differences regressions based on a few conditions. Analyzing Commuting

Zones rather than towns is chosen in order to better obtain data on economic measures and to account for

detention centers often not being located central to their towns. From past literature it has been shown

that prisons in metropolitan counties have no impact on economic health measures in said county. Thus to

help ensure the Commuting Zones are relatively rural, similar to Hooks et al. (2004), detention centers are

chosen if the counties they are located in are chosen to have a population under 30,000. Subsequently the

Commuting Zone containing said county is chosen for analysis. The detention centers are further narrowed

down in that they are not affiliated with the Bureau of Prisons, as those institutions often double as jails.

ICE reports must be available as well in order to determine the date of the opening of a detention center.

The final sample size totals 24 detention centers with 19 Commuting Zones in the treatment group and

an additional 24 Commuting Zones selected for a control group. Four of the Commuting Zones have two

detention centers opened throughout the 1986-2018 period of study. If another detention center opens less

than 10 years after the first one is introduced, then it and its supposed effects are simply treated as an

“expansion” of the already existing detention center. If there is more than a 10 year gap between the

openings of the detention centers then the second detention center is treated as a separate facility and the

Commuting Zone is entered twice in this study’s methodology.

3.2 Commuting Zones

Commuting Zones are constructed utilizing David Dorn’s crosswalk file for 1990 Counties to 1990 Commuting

Zones. As data is gleaned from 10-Year Census, 5-Year ACS, and County Business Pattern tables at the

county level, obtaining data for Commuting Zones requires aggregating all counties within a Commuting

Zone. To obtain measures such as Median Home Value and Median Household Income in aggregating

counties to build Commuting Zones, a weighted average with county populations is used.

Commuting Zones essentially cover local labor market geographies within the United States. These
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Commuting Zones are groups of U.S. counties that exhibit relatively strong within-group and weak between-

group commuting links, proving particularly valuable for analysis on employment as well as providing some

more insight into how detention centers may impact neighboring communities not necessarily in the same

county. As data for regressing on the outcome variable of employment stem from both U.S. Census/ACS

data which are based on residents in a county as well as CBP data based on employers in a county, utilizing

Commuting Zones helps eliminate the discrepancy that certain residents in a county may be employed in

another county. Under the Commuting Zone level there is less error between and thus allows for the study

to confidently compare certain covariates from one dataset with outcome variables from another.

3.3 Measures of Economic Health: Employment

The primary outcome variable of interest in the study is employment. Employment has been used previously

in literature, i.e. Besser and Hanson (2004), to evaluate the claim that detention center construction creates

jobs and lowers unemployment in the associated county. Employment numbers at county levels to be later

aggregated into Commuting Zone levels are obtained from County Business Patterns from 1986 through

2018. For levels of total employment all industry numbers for Total Mid-March Employees are summed,

ensuring that only the 3-digit names of industries are used to avoid double counting the Standard Industrial

Classification (SIC) and North American Industrial Classification System (NAICS) code hierarchies. SIC

Codes are utilized from 1986 through 1997 in CBP Data with NAICS Codes replacing them in the year 1998.

Certain employment numbers are withheld from being published by CBP in order to maintain confiden-

tiality for certain industries and are replaced by zeroes in the dataset. In order to estimate employment

numbers, CBP provides a data suppression flag titled “EMPFLAG” which gives a range of employment

size classes for these industries. The EMPFLAG employment size classes are noted as follows: A – 0-19;

B – 20-99; C – 100-249; E – 250-499; F – 500-999; G – 1,000-2,499; H – 2,500-4,999; I – 5,000-9,999; J –

10,000-24,999; K – 25,000-49,999; L – 50,000-99,999; M – 100,000 or More. The middle value in these ranges

is taken (aside from class M, of which there were no industries in the specific subset of data worked with)

and assigned to industries with masked employment numbers.

Analysis of employment was also split into employment for industries having to do with traded goods

and services as well as industries having to do with non-traded goods and services. Tradable sectors have

to do mostly with goods that can be shipped fairly easily outside of local markets – manufacturing, food

products, and raw material products are all examples of tradable sectors. Non-tradable sectors often focus on

services that impact the local economy such as education, healthcare, construction, and retail. Completing

analysis for both sectors provides a closer look as to what parts of the economy (if any) are being impacted

with the introduction of a detention center. Arguments in favor of detention center construction in rural
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communities focus around improvements in employment in non-tradable sectors, suggesting that sectors

such as construction, lodging, retail, transportation, eating and drinking places should all see spikes in

employment as more businesses open up and more employees are hired to supposedly support the detention

center and a resulting increase in traffic in the area. Industries at the 3-digit SIC and NAICS hierarchy

were coded as either tradable or non-tradable sectors. Certain categories that could have been designated

in either tradable or non-tradable groups are noted and baseline assumptions for the categories are reversed

in a robustness check in the paper. For a full categorization of tradable and non-tradable industries based

on SIC and NAICS codes see Appendix A. The baseline employment split between traded and non-traded

categories is as follows in Table 1.

Table 1. Employment split between tradable and non-tradable sectors in

SIC (1986-1997) and NAICS (1998-2018) Codes

For regression analysis a logarithmic transformation will be applied to employment in order to understand

percent changes in employment as well as to rid the data of outliers (i.e. employment numbers of zero would

automatically drop under a logarithmic transformation). The total number of observations is 1,178 – 38

Commuting Zones (treated and controlled) for 31 years.

3.4 Measures of Economic Health: Median Home Value, Median Household

Income, Poverty Rate

Alongside employment, other measures of economic health are investigated. These measures of economic

health are taken from the Decennial U.S. Census (adjusted for 2010 geographic boundaries) and the 5-Year

American Community Surveys (ACS). Census data is taken specifically for 1980, 1990, and 2000 and all

available 5-Year ACS up through 2020. The 5-Year ACS data begins for the 2005-2009 year range and

culminates with the 2016-2020 range. Given that the Commuting Zones of interest include counties with

low populations (some even under 5,000) to assess detention center impact on rural communities, the only

survey data available for such counties with populations under 20,000 is the 5-Year ACS data. The total

number of observations is 532 (38 Commuting Zones, 14 time periods of data available).

The outcome variables concerning economic health include measures of income, home value, and poverty

rate. The median home value for all owner-occupied housing units (USD, adjusted to 2010 inflation) is
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considered as housing prices often impact residential investment and thus a region’s economic growth. Higher

house prices likely encourage additional spending on construction as well, again spurring economic growth.

Median household income (USD, adjusted to 2010 inflation), is used as a measure to examine whether or

not detention centers bring in more income to Commuting Zone residents via local businesses, though it is

important to consider if any potential income changes are associated with an influx of newcomers associated

with the detention center. Poverty status will also be explored by looking at the percentage of individuals

living below the poverty line between the ages of 18 to 64. Poverty status is included in the Farrigan and

Glasmeier (2007) study on prison impacts on rural counties which finds that poverty rates actually increase

in persistently poor counties when a correctional facility is introduced, thus looking into this measure of

economic health could be fruitful for the intended study on immigration detention centers.

3.5 Control Measures

Control measures are included in the regressions conducted to assess for their impact on economic conditions

within a certain Commuting Zone. The total population of the Commuting Zone as well as its land area (in

square miles) is considered in order to control for the size of a Commuting Zone and thus just how much

economic impact a detention center or lack thereof can impact the Commuting Zone. Racial composition is

also factored into the event study and difference-in-differences regression by taking the proportion of white

individuals in a Commuting Zone – most of the detention centers studied are located in areas with very

low percentages of minorities thus this measure should be sufficient to account for a Commuting Zone’s

racial composition. The population of a Commuting Zone in group quarters is also utilized – this measure

essentially looks at the percentage of the population that lives in a detention center or equivalent facility

(i.e. incarcerated individuals would fall under this category as well) and serves as a good account for the size

of the detention center in a Commuting Zone. Highest educational attainment for the population over the

age of 25 is also accounted for via high school graduation rates. Messacar and Oreopoulos (2013) finds that

high school dropouts are more likely to be unemployed and living below the poverty line, thus high school

graduation rate potentially could substantially account for some of the economic measures assessed in the

investigation.

Data for control measures is taken from 10-Year Census and 5-Year ACS Data, thus gaps in the data

do exist for 1986-1989, 1991-1999, and 2001-2007. The 5-Year ACS Data is defined as the average of data

collected over a range of 5 years – in order to allow compatibility with yearly CBP data the 5-Year ACS Data

will be assigned to the midpoint year in the year range (i.e. ACS 2005-2009 values assigned to 2007). This

results in the data behaving as a moving average, though it is important to note that as a result measurement

error is likely to be higher earlier on in the range this assumption is made (2007-2018, as the first 5-Year
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ACS is 2005-2009 and the last 5-Year ACS is 2016-2020). As for the gaps in the data mentioned previously,

the assumption is made that for InterCensus years the control variable in question moves linearly. Thus

linear interpolation is used to fill in the gaps in order to ensure compatibility with CBP Data and allows for

event study regressions for employment. Linear interpolation is not utilized for outcome variables median

home value, median household income, and poverty rate that also come from Census and ACS data.

3.6 Pairing Counties via Propensity Scores

For event study and difference-in-differences methodologies, the control group of Commuting Zones is selected

first at county levels based on similar levels and trends of employment, median home value, median household

income, and poverty rates (the outcome variables in the study) prior to the year of the introduction of the

detention center. The year the detention center is introduced is obtained from ICE facility overview reports.

In order to match the control group of Commuting Zones to the treated group of Commuting Zones,

a propensity score matching technique is employed. Commuting Zones are averaged across time prior to

the opening of a detention center in order to produce one observation per Commuting Zone. Using control

variables (notably excluding any and all outcome variables), a logistic regression is built as follows:

π(X) =
1

1 + exp(−Xβ)
(1)

Where π denotes the probability of the observation X (in this case a Commuting Zone solely defined by

covariates – population, proportion of white individuals, proportion of inhabitants in quarters, proportion

of high school graduates, and area) being “treated” – having a detention center introduced at some point

along the line. The results of the logistic regression (see Appendix B) are then used to predict the propensity

scores for each Commuting Zone. Propensity scores are then matched using Nearest Neighbor Analysis and

subsequently Commuting Zones are paired. The final pairings and propensity scores are shown below in

Table 2.
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Table 2. Facility name(s), paired Commuting Zones and corresponding propensity scores

Propensity scores range from 0.219 to 0.690 with most propensity scores falling close to the 0.5 mark.

Most of the paired Commuting Zones also appear to be included in the same states, or in bordering states

(i.e. Texas and New Mexico).

In order to conduct event study and difference-in-differences regressions, t-tests are performed to ensure

that differences between treated and untreated Commuting Zones prior to the opening of detention centers

are not systematic. The results of the t-tests are summarized in Table 3.

Table 3. t-Tests for outcome variables after propensity score matching

The t test results suggest that for the outcome variables there is no significant difference between Com-

muting Zones that will never introduce detention centers throughout the course of the study and Commuting

Zones that will. Means for treated and controlled Commuting Zones are relatively close for all outcome vari-
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ables and p-values of 0.554, 0.778, 0.650, and 0.541 are all well above the α = 0.05 threshold.

3.7 Employment for Paired Counties

As an event study methodology is to be employed in this study for the logarithmic transformation of the

employment variable, parallel trends and consistency (i.e. no drastic changes in employment year to year)

should be checked prior to the introduction of a detention center. Figure 1 below demonstrates employment,

log employment, log employment for tradable sectors, and log employment for non-tradable sectors for 3

pairs of Commuting Zones: Commuting Zones 7100 & 7900 (FL) with a dashed line at 2007 to note the

introduction of the Glades County Detention Center, Commuting Zones 7600 & 24701 (GA, MO) with a

dashed line at 2009 to note the introduction of the Folkston IPC, and Commuting Zones 28202 & 6800 (NE,

FL) with a dashed line at 1994 to note the introduction of Cass County Jail.

Additional graphs for employment and log(employment) for total, tradable, and non-tradable sectors can

be found in Appendix C.

Figure 1: Trends of Employment Outcome Variables (Employment and log(Employment) for Tradable and
Non-Tradable Sectors for Select Pairs of Commuting Zones

From the sample of Commuting Zones shown above to investigate the parallel trends assumption, it

appears as though most of the outcome variables appear to satisfy the assumption. There are certainly

discrepancies to keep in mind. For example log(employment) for traded industries prior to 1994 does not
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follow an exact matching pattern between paired Commuting Zones 28202 & 6800. This may be of interest

in further investigation, but for the limitations of current study the assumption that parallel trends hold is

taken.

3.8 Data Limitations

There are limitations to the dataset constructed for this study using 10-Year Census, 5-Year ACS, and

annual CBP data. Given the finite number of immigration detention centers and the desire to investigate

non-metropolitan communities, the sample size of 19 Commuting Zones (38 when paired with controls) is

relatively small.

Employment data is inherently noisy due to the nature of CBP tables masking employment numbers

for certain industries for confidentiality purposes. Around 24.5 percent of the employment numbers in the

selected data are masked and hence the mid-point of the range of the Employment Suppression Flag is

utilized – though this offers a solution in proceeding further in the analysis, there is a large probability of

measurement error with this variable as a result. Measurement error traditionally results in a downward

bias in estimates, noted by the formula for bias of error:

bias(θ̂) = E(θ̂)− θ (2)

Where θ̂ is our estimate in question. A higher bias means that the difference between the estimate and

the true parameter is greater as well – limited measurement error results in a limited amount of bias while

prolific measurement error suggests downward bias may be present. As there is measurement error in the

available data, this relationship is something to keep in mind.

4 Discussion of Approach

4.1 Methodology

An event study and difference-in-differences methodology is to be used to investigate how detention centers

impact the economic conditions of Commuting Zones.

The event study on the log of employment proves particularly useful as the opening of detention centers

is staggered by county rather than on one specific date, with opening years ranging from 1990 to 2016.

Parallel trends are checked when pairing counties, described in the previous Section 3.6. A long panel will

be created with the data of interest, each row being identified by a Commuting Zone and a time period. The

data of interest is a combined dataset of interpolated 10-Year U.S. Census, 5-Year ACS, and 1-Year CBP
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Data with 32 available time periods or observations per Commuting Zone starting in 1986 and culminating

in 2018. For a long unbalanced panel, 60 dummy variables are to be created, taking into account 32 years

before the introduction of a detention center and 28 years after the introduction of a detention center

though not every Commuting Zone will have a “1” entry in each dummy variable. For the purposes of this

investigation, only the coefficients for 15 years prior and 15 years after will be reported. For a long balanced

panel with the requirement that all entities are present in all time periods, 6 dummy variables are to be

created corresponding to 4 years prior to the opening and 2 years after the opening of a detention center.

Event study regressions are conducted on the log of total employment, employment in traded sectors, and

employment in non-traded sectors.

From the event study regression the coefficients of interest will be on the dummy variables, particularly on

the time periods after the introduction of a detention center. The lags associated with the dummy variables

are denoted with k = -32, . . . , -4, -3, -2, -1, 0, 1, 2, . . . , 28 and the coefficients are further described in the

model description section below. After the event study regressions are carried out for each outcome variable,

event study graphs will be drawn to visualize the impact of the construction of a detention center and to

again better visualize the parallel trends prior to the occurrence of the event.

Difference-in-differences regressions for both balanced and unbalanced panels are also conducted in or-

der to find the average effect of an introduction of a detention center, or “treatment.” In order to conduct

difference-in-differences regressions, dummy variables for “time”, “treated”, and “time x treated” are gen-

erated. “Time” has an indicator of 1 if the observation for a Commuting Zone and its pair is equal to or

greater than the year the detention center is introduced. “Treated” has an indicator of 1 if the Commuting

Zone is to have a detention center introduced. “Time x treated” is the interaction term of the two dummy

variables. These regressions are conducted for all outcome variables while the event study regressions are

solely conducted for log of employment.

Both event study and difference-in-differences regressions will consider state and year fixed effects. As

some Commuting Zones overlap states, the state with the greatest number of counties comprising the Com-

muting Zone is attached to the Commuting Zone for regression purposes.

4.2 Model Descriptions

The event study regression model is as follows for unbalanced (3) and balanced (4) panels:

Yit = αi + γt + ϕXit +

28∑
k=−32

βkD
k
it + ϵit (3)
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Yit = αi + γt + ϕXit +

2∑
k=−4

βkD
k
it + ϵit (4)

Where Yit is the outcome variable measured – log of employment of the Commuting Zone in question.

The αi term denotes unit fixed effects, in this case state, while γt looks at time fixed effects (years or

“time periods” in this case). Thus the regression in question employs two-way within fixed effects. The

ϕXit term is a vector of control variables including population, race, group quarters, high school graduate

percentage, and land area. ϵit denotes the error term. Heteroskedastic robust standard errors are used .

Heteroskedasticity is accounted for as years post the year in the data stem from the ACS while earlier data is

U.S. Census data, opening the possibility of varying error within the data given potential different measuring

techniques, survey responses, etc.1

The summation of βkD
k
it terms from k = -32 to k = 28 (unbalanced) or k = -4 to k = 2 (balanced)

present the β coefficients of interest in the event study. The event time dummies, which number 60 for

unbalanced and 6 for balanced, take a value of 1 if the Commuting Zone in question has a detention center

(i.e if it is a part of the treatment group) opening k years from then. For example, a Commuting Zone with

a detention center opening in 2012 would take on a value of 1 in the k = -2 column for 2010. Commuting

Zones without a detention center ever being constructed (i.e if part of the control group) have a 0 in all the

k columns regardless of year. The k right before the event starting point (i.e k = 0 is the event occurring) is

a vector of 0 values; k = -1 is normalized to avoid collinearity in the regression. Assuming the parallel trend

assumption to be true, k values prior to k = 0 should have their respective β coefficients be fairly close to 0.

The difference-in-differences regression model is as follows:

Yit = αi + γt + ϕXit + β0 + β1Treatedi + β2Timet + β3 · TreatedT imeit (5)

Where Yit is the outcome variable measured – log of employment, median home value, median household

income, and poverty rate of the Commuting Zone in question. Similarly to the event study, the αi term

denotes state fixed effects while γt looks at time fixed effects. The ϕXit term is again the vector of covariates,

ϵit denotes the error term. Heteroskedastic robust standard errors are used as well. The β1 term looks at

the impact of a Commuting Zone being ever “treated” with the introduction of a detention center while

the β2 term looks at post treatment for all Commuting Zones regardless if a detention center was actually

introduced. The coefficient of interest is β3 – the interaction term between the previous two dummy variables.

The coefficient on the interaction term examines the difference in changes over time – the treatment effect.

The regression results are as follows in the next section.

1Clustered standard errors would be the best choice for analyzing Commuting Zones. Clustering by Commuting Zones
should be considered for further analysis.
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5 Results

5.1 Event Study of Detention Center Effects on Employment

Tables 4-6 demonstrate estimated β coefficients for the balanced k lags and control variables for log em-

ployment, log employment for tradable sectors, and log employment for non-tradable sectors respectively.2

Column (1) runs a simple OLS regression without covariates, column (2) runs an OLS regression with

covariates, and column (3) adds in state and year fixed effects as discussed in the previous methodology

section.3

2See Appendix D for unbalanced regression results for lags k = -15 through k = 14. These regressions were conducted as
part of the methodology in order to see the impacts of detention centers further out, sample size decreases in the regression as
the magnitude of k increases (data is not available for every Commuting Zone 15 years prior and 14 years after the opening
detention center).

3R-squared values noticeably drop with the introduction of state and year fixed effects. This is likely due to limited within
variation in time-variant predictors.
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Table 4. Event Study Regression Outcomes on Log Employment: β Coefficients and Standard Errors For

Lags k = -4, -2, . . . , 0, 1, 2 and Control Variables
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Table 5. Event Study Regression Outcomes on Log Employment for Traded Sectors: β Coefficients and

Standard Errors For Lags k = -4, -2, . . . , 0, 1, 2 and Control Variables
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Table 6. Event Study Regression Outcomes on Log Employment for Non-Traded Sectors: β Coefficients

and Standard Errors For Lags k = -4, -2, . . . , 0, 1, 2 and Control Variables

The event study regressions above for total, traded sector, and non-traded sector log employment all find

significance at lag k = 2 despite the β coefficient essentially equal to 0. Such an effect is negligible when

considering employment numbers (noting that the β coefficients look at the relationship for log employment).

Column (1) for Tables 4-6, the simple OLS regression without the addition of covariates, does not provide

any statistically significant results. Column (2) adds in the covariates for this regression and does appear
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to find statistical significance for many of the covariates across the various dependent variables: for log of

employment, population, race, quarters, and high school completion are all found to be significant at the 1

percent level though the only coefficient of considerable magnitude is high school completion. Similarly for

the log of traded sector employment the majority of covariates are statistically significant. The β coefficients

with a substantially different magnitude than zero are race and high school completion. The race β coefficient

is reported as -5.502, suggesting that about a one unit increase (i.e. a 100 percent increase) in the proportion

of white individuals in a Commuting Zone actually results in a 5.5 percent decrease in employment. This

effect is disputed in Column (3) with the addition of state and year fixed effects, flipping the coefficient to a

statistically significant 0.948. Results of regressing on the log of non-traded sector employment do not find a

statistically significant race β coefficient but rather a 1 percent statistically significant coefficient on quarters

of 4.328. The magnitude of this coefficient is lessened in Column (3) with the addition of state and year fixed

effects to 1.573 (meaning a one unit increase in the proportion of the population in group quarters results

in a 1.6 percent increase in non-traded sector employment). A positive coefficient on quarters makes sense

when following the theory that if more establishments such as detention centers, institutions, group homes,

and nursing facilities exist then employment is likely to go up solely to serve these establishments. As the

non-traded sector encompasses service industries such as caretaking, it is evident why group quarters play

a larger role in the regression for non-traded employment levels versus traded. Further analysis on which

group quarters contribute the most to an increase in employment in the non-traded sector could prove useful

in determining if detention centers do boost employment for non-traded industries.

The β coefficients for high school completion for total, traded, and non-traded log of employment are

respectively 10.525, 9.128, and 10.201 in Column (2). These results suggest that for a one unit increase in the

proportion of individuals having completed high school, employment should increase by 10 percent. When

adding state and year fixed effects in Column (3) the coefficients respectively decrease to 8.942, 7.699, and

7.461. The statistical significance of the coefficients for the proportion of the population having graduated

high school makes intuitive sense – the National Center for Education Statistics cites that the employment

rates for young adults having completed high school (68 percent) is greater than for young adults having not

completed high school (53 percent).

Difference-in-differences yields similar results to the event study regressions demonstrating no significance

in the treated, time, and interaction terms of the two. For full difference-in-differences results for both

balanced and unbalanced panels, see Appendix E.
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5.2 Event Study Graphs of β Variables Assessing Detention Center Effects on

Employment

Event studies are best visualized in a scatter plot with error bars demonstrating standard deviation, as

demonstrated for the outcome variables of total, traded sector, and non-traded sector employment below.

Figures 2-4 showcases β coefficients for balanced panel regressions.4

Figure 2. Event Study Graph β Coefficients for Log Employment With Introduction of Detention Center

(k = 0)

Figure 3. Event Study Graph β Coefficients for Log Employment of Traded Sectors With Introduction of

Detention Center(k = 0)

4Similarly to the results tables, see Appendix D for unbalanced panel event study graphs.
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Figure 4. Event Study Graph β Coefficients for Log Employment of Non-Traded Sectors With Introduction

of Detention Center (k = 0)

Figures 2 and 4 appear to show that the overall post-treatment average (blue line) log of employment

(respectively total and non-traded) is higher than pre-treatment levels (beige line) though post-treatment

averages are fairly close to 0. It appears that for these two categories the β coefficients increase after the

introduction of a detention center, suggesting that there is some effect on log employment though this effect

is small. For log employment in traded sectors, β coefficients post treatment appear to decrease (dropping

from -0.025 to around -0.030 from k = 1 to k = 2) suggesting a negative effect on log employment due to

the introduction of a detention center. Again these effects are small and not significant as shown in the

regression tables in Section 5.1.

Conventional parallel trends assumptions (where β coefficients pre-treatment equal 0) hold when con-

sidering confidence intervals (plus or minus one standard deviation). We note that for all β values in the

graphs above the confidence intervals are quite large and upper ranges for the β coefficients of the intervals

fall above zero while the lower ranges all fall below zero. These ranges coupled with the k > 0 values failing

to be statistically significant suggest that the results are not causal.

5.3 Difference-in-Differences Assessment of Detention Center Effects on

Median Home Value, Median Household Income, Poverty Rate

Tables 6-8 demonstrate the results of the difference-in-differences regressions ran on median home value,

median household income, and poverty rate. Similarly to the event study column (1) runs a simple OLS

regression without covariates, column (2) runs an OLS regression with covariates, and column (3) adds in
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state and year fixed effects.

Table 7. Difference-in-Differences Regression Outcomes on Median Household Income Including Covariates

The OLS regression without covariates in column (1) in Table 1 appears to yield a β coefficient for the

Time x Treated term of 14,192.32 at the 10 percent level of significance though this is quickly reversed in

columns (2) and (3) with negative (albeit statistically insignificant) β coefficients on the Time x Treated

terms. In column (2) the population, area, race, quarters, and high school completion variables are all found

to be statistically significant at the 5 percent level though these effects lessen (and in the case of high school

completion switch signs) in column (3) with the addition of state and year fixed effects. Population and

area have fairly small effects on median home value while race, quarter, and high school completion are

more sizable. From column (2) we note race appears to have a negative effect on median home value with a

drop of about 27,000 dollars in median home value for a unit increase of the proportion of white individuals

living in a Commuting Zone. A unit increase in the proportion of individuals living in group quarters in a

Commuting Zone results in about a 50,000 decrease in home value. Without state and year fixed effects, a
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one unit increase in the proportion of the population having completed high school increases home values by

over 200,000 dollars – likely a combination of high school graduates being wealthier over their lifetimes than

non-graduates and the idea that property values increase when located near better systems of education.

Table 8. Difference-in-Differences Regression Outcomes on Median Household Income Including Covariates

No statistical significance is found in the DID-interaction term for any of the regressions for median

household income. The statistically significant covariates include population and area (though again the

effects are quite small), race, quarters, and high school completion (though the β coefficient on high school

completion again switches signs after the introduction of state and year fixed effects). The race coefficient

demonstrates that for a one unit increase in the proportion of white individuals in a Commuting Zone

median household income increases between about 15,000-20,000 USD. The quarters coefficient found to be

significant in column (3) with the addition of fixed effects also suggests an increase of about 16,000 USD in

median household income when the proportion of individuals living in group quarters increases by one unit.

Perhaps this has to do with institutions such as care facilities and college dorms signaling communities with
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higher incomes, though detention facilities could certainly factor in as well – more research into the quarters

variable is needed to make a definitive conclusion.

Table 9. Difference-in-Differences Regression Outcomes on Poverty Rate Including Covariates

No statistical significance is found in the DID-interaction term for any of the regressions for poverty

status. Race, quarters, and high school completion are again statistically significant at the 5 percent level

for the OLS regression in column (2) with covariates; race and quarters are statistically significant with the

introduction of fixed effects in column (3). Race (specifically the proportion of white individuals) appears to

have a negative relationship with poverty rate with a one unit increase in the proportion of white individuals

resulting in a 0.130 and 0.189 (respectively for columns 2 and 3) decrease in poverty rates. The group

quarters variable also has a negative relationship with poverty rate – column (3) essentially finds that for a

one unit increase in the proportion of individuals living in quarters the poverty rate drops by 0.268. High

school completion rate appear to be negatively correlated with poverty rate in column (2) but is positively

correlated (though not statistically significant) with the addition of state and year fixed effects.
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6 Robustness Check

6.1 Reversing Assumption for SIC, NAICS Tradable and Non-Tradable Cate-

gories

Appendix A categorizes SIC and NAICS codes into tradable and non-tradable categories. Not all of these

categorizations are fully certain – some industries could fall into either tradable or non-tradable sectors.

For example, broadcasting and telecommunications could be considered non-tradable if locally oriented but

tradable if meant to be utilized as a product to be distributed. Similarly some newspapers such as The

New York Times are printed in one location but distributed all across the country and could be considered

tradable while some newspapers are solely for local purposes. Such categories are not infrequent and comprise

around 16 percent of the total dataset. Thus in order to determine how robust the results are for tradable

and non-tradable log employment it is beneficial to run a regression reversing the baseline assumptions made

in the main regression on tradable versus non-tradable categories. Also noted in Appendix A, below is a full

list of categories for assumptions to be reversed:
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Table 10. SIC/NAICS Categories – Base Assumptions and Reasoning

Event study regressions for tradable and non-tradable categories are conducted. The results for the

balanced panels are as follows below in Tables 11 and 12.
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Table 11. Event Study Regression Outcomes on Log Employment for Traded Sectors, SIC/NAICS

Assumptions Reversed
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Table 12. Event Study Regression Outcomes on Log Employment for Non-Traded Sectors, SIC/NAICS

Assumptions Reversed

The event study regressions with SIC/NAICS category assumptions reversed for traded and non-traded

sector log employment find significance at lag k = 2 despite the β coefficient essentially equating to 0,
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similarly to main regression results.

Column (1) for Tables 11 and 12, the simple OLS regression without the addition of covariates, does

not provide any statistically significant results. The event study regressions for both traded and non-traded

sectors find significance in the race, quarters, and high school completion covariates. The race β coefficient

for OLS in the traded sector is reported as -5.422, suggesting that about a one unit increase in the proportion

of white individuals in a Commuting Zone results in a 5.4 percent decrease in employment – this is not so

different from the 5.5 percent decrease found in main regression results. In the non-traded sector the addition

of fixed effects yields a statistically significant race β coefficient of 0.484, though the effect of this coefficient

is small.

The quarters covariate coefficient is found to be significant for the non-traded sector at 1.917 for OLS

and 0.295 when state and year effects are added for non-traded sector regressions. The magnitudes of these

coefficients is less than the 4.328 OLS and 1.573 state and year effects coefficients obtained from the main

regression though there is still a positive correlation between group quarters and log employment.

The β coefficients for high school completion for traded and non-traded log employment are respectively

9.128 and 10.201 in column (2) and 8.206 and 8.168 in column (3) with statistical significance for all of these

coefficients. These results are similar to the results of the main regression in that high school completion

and log employment for the two sectors are positively associated and have similar sized effects.

As the results demonstrated in Tables 11 and 12 follow closely to that of the main results, the assumptions

made in the categorizing the SIC/NAICS codes do not have a large impact on the regression results. Thus

it is plausible to accept the baseline case of SIC/NAICS code assumptions when considering the analysis in

this paper.

7 Conclusion

This study examined the impact of the introduction of immigration detention centers on economic variables

such as the log transformation of employment, median home value, median household income, and poverty

rate for select Commuting Zones across the United States. Specifically detention centers were selected from

the ICE over 72-hour facility list that were opened between the years 1990 and 2016. Commuting Zones

with detention centers were paired with Commuting Zones never to have had a detention center introduced

during this time period utilizing a propensity score matching procedure. From an event study regression

analyzing balanced panels of four years prior and two years after the introduction of the detention center,

no statistically significant impacts of detention centers on any of the economic health measures were found

for any of the time periods. The variables that did demonstrate some statistical significance included the
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proportion of individuals having graduated high school, the proportion of white individuals (the measure of

race), and the proportion of individuals living in group quarters.

For the logarithmic transformations of employment outcomes, group quarters and high school completion

proportions appear to be the most significant at the 5 percent level. For state and year fixed effects log of

non-traded employment yields a positive group quarters coefficient of 1.573 – a one unit increase in the

proportion of the population in group quarters results in a about a 1.6 percent increase in non-traded sector

employment. This result suggests that employment in human services such as nursing facilities, college

dormitories, and detention facilities does increase when the population of these establishments increase.

Further analysis would prove useful in determining if the introduction of new detention centers increases

the population of group quarters enough to impact employment. The coefficients for high school completion

for a regression with state and year effects number 8.942, 7.699, 7.461 for total, traded, and non-traded

employment signaling a positive relationship in both traded and non-traded employment sectors between

high school graduate proportion in a Commuting Zone and a Commuting Zone’s employment.

Difference-in-difference regressions do not show statistical significance for the DID or Time x Treated term

concerning the introduction of a detention center on the outcome variables of median home value, median

household income, and poverty rate. Race, group quarters, and high school completion rates are statistically

significant for these three outcome variables. Median household income rises by about 15,000-20,000 USD

with a one unit increase in the proportion of white individuals in a Commuting Zone and poverty rate has

a negative relationship with this measure of race with a one unit increase resulting in a decrease in poverty

rate of 0.189 (with state and year effects). A one unit increase in group quarters coincides with a 50,000

USD decrease in home value and a 16,000 USD increase in median household income. As group quarters

population does encompass those in immigration detention centers, analysis into the proportion of group

quarters population having to do with said detainees could prove useful in analyzing the variable’s impact

on measures of economic health. High school completion has the largest effect on home values of an increase

of 200,000 USD for a one unit increase in the proportion (or 100 percent increase) of the population having

completed high school.

To further improve this research I can utilize micro-data to fill in the gaps of the ACS survey in order to

increase the number of observations and sample size for difference-in-difference regressions on median home

value, median household income, and poverty rate. In order to improve CBP Data estimates, a means to

better deal with masked employment numbers would prove useful in providing more accurate and potentially

conclusive results. Imputing data as laid out and done in Eckert et al. (2021) via a linear programming

method exploiting adding-up constraints present in the hierarchical arrangement of CBP data could prove

useful in providing a better estimate of employment for masked observations. Looking into more specific data
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for detention centers and U.S. Census definitions of group quarters, if available, could also help in bridging

the link between detention centers and economic health outcomes as group quarters demonstrated some

statistical significance in the regressions performed in this study. The statistical significance of the group

quarters variable proves interesting as it was designed as a control for the size of a detention center. Thus

looking into the average number of jobs a detention center brings with its construction, what kind of workers

are getting employed by these facilities, and the level of partnership with the surrounding Commuting Zone’s

businesses could all aid in exploring the expected size effect of adding a new detention center.

Current proposed projects in rural communities in states such as Wyoming estimate detention centers

of about 1,000 detainees and approximately 300 employment opportunities associated with the center. Such

communities prone to economic underdevelopment and declining economic growth due to old industries

such as fossil fuels dying out face a moral dilemma about choosing a proposed economic boost despite a

multitude of ethical concerns in constructing an immigration detention center in place of other non-detention

alternatives. Further conclusive research should be conducted concerning quantifying the economic benefits

of a detention center, if any, to aid rural communities in making decisions on whether or not to allow

construction of these facilities.
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A SIC/NAICS Codes Tradable vs. Non Tradable Assumptions

Figure 2: SIC/NAICS Codes, Tradable vs. Non-Tradable Assumptions; (*) refers to disputable categories
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B Logistic Regression Results for Propensity Score Matching

Commuting Zones
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C Graphed Employment Trends for Paired Commuting Zones:

Employment, and Log of Employment for Total, Traded, and

Non-Traded Levels

Figure 3: Commuting Zones 3201 & 32503, 3202 &30906

Figure 4: Commuting Zones 3700 & 4002, 4003 & 3500, 8501 & 3901
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Figure 5: Commuting Zones 9702 & 3203, 24702 & 26101

Figure 6: Commuting Zones 28609 & 32402, 29503 & 8402, 29602 & 27901

Note: Graphs for Commuting Zones 7100 & 7900 (FL), 7600 & 24701 (GA, MO), and Commuting Zones

28202 & 6800 (NE, FL) can be found in section 3.7.
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Figure 7: Commuting Zones 30601 & 31501, 31302 & 27802, 34901 & 9600

Figure 8: Commuting Zones 31502 & 32501, 31700 & 34801, 32802 & 24600
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D Event Studies of Log(Employment):

Unbalanced Panel Results)

D.1 Event Study Outcomes of Log of Employment

Table 13. Event Study Regression Outcomes on Log Employment for Lags k = -15 Through k = 15: β

Coefficients and Standard Errors (Unbalanced)
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Table 14. Event Study Regression Outcomes on Log Employment for Traded Industries for Lags k = -15

Through k = 15: β Coefficients and Standard Errors (Unbalanced)
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Table 15. Event Study Regression Outcomes on Log Employment for Non-Traded Industries for Lags k =

-15 Through k = 15: β Coefficients and Standard Errors (Unbalanced)
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D.2 Event Study Graphs of Unbalanced Panels for Log of Employment in Total,

Traded, and Non-Traded Sectors

Figure 9: Event Study Graph β Coefficients for Log Employment for Total, Traded, and Non-Traded Sectors
With Introduction of Detention Center (k = 0) at Lags k = -15 through k = 15
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E Difference-in-Differences Results for Log Employment Outcomes

E.1 Difference-in-Differences for Unbalanced Panels

Table 16. Difference-in-Differences Regression Outcomes on Log Employment (Unbalanced)
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Table 17. Difference-in-Differences Regression Outcomes on Log Employment for Traded Industries

(Unbalanced)
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Table 18. Difference-in-Differences Regression Outcomes on Log Employment for Non-Traded Industries

(Unbalanced)
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E.2 Difference-in-Differences for Balanced Panels

Table 19. Difference-in-Differences Regression Outcomes on Log Employment (Balanced)
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Table 20. Difference-in-Differences Regression Outcomes on Log Employment for Traded Industries

(Balanced)
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Table 21. Difference-in-Differences Regression Outcomes on Log Employment for Non-Traded Industries

(Balanced)
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