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ABSTRACT

A growing literature studies how humans incorporate advice from algorithms. This study examines
an algorithm with millions of daily users: ChatGPT. In a preregistered study, 118 student participants
answer 2,828 multiple-choice questions across 25 academic subjects. Participants receive advice
from a GPT model and can update their initial responses. The advisor’s identity (“Al chatbot” versus
a human “expert”), presence of a written justification, and advice correctness do not significantly
affect weight on advice. Instead, participants weigh advice more heavily if they (1) are unfamiliar
with the topic, (2) used ChatGPT in the past, or (3) received more accurate advice previously. The last
two effects—algorithm familiarity and experience—are stronger with an Al chatbot as the advisor.
Participants that receive written justifications are able to discern correct advice and update accordingly.
Student participants are miscalibrated in their judgements of ChatGPT advice accuracy; one reason is
that they significantly misjudge the accuracy of ChatGPT on 11/25 topics. Participants under-weigh
advice by over 50% and can score better by trusting ChatGPT more.
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1 Introduction

In late 2022, ChatGPT showed the world the power of large language models (LLMs) [1]. ChatGPT is a generative
pretrained language model developed by OpenAl, an Al research lab. Al chatbots like ChatGPT and its cousins
(BingChat, Bard, Jasper) achieve “surprisingly superior performance” [2] due to an instruction-tuning process that
teaches them to do what humans want [3| 4]. Combined with pre-training at scale, LLMs are powerful interfaces for
accessing knowledge [ 16]].

The most recent model GPT-4, which now underlies ChatGPT Plus, is much more powerful [[7] and has been rigorously
benchmarked on a variety of academic tests. According to OpenAl’s internal testing, GPT-4 outperforms the median
human test-taker on SATs, LSATSs, GREs, and several AP exams [8]]. Other researchers have found that ChatGPT can
pass the bar [9]], achieve medical certifications [[10} 11} (12} [13]], and even complete a college physics class [14]].

The novel accessibility and broad capabilities of Al chatbots are likely to reshape education [S]. Many educators are
scrambling to reconcile with ChatGPT with responses ranging from outright bans in school to welcome integration
into curricula [15]. Some point towards risks to testing integrity [[16] and plagiarism [[17]], while others argue that it
provides personalized and immediate information [18,[19]. A recent meta-analysis finds that “the number of papers
that see ChatGPT as a threat is almost equal to the number of those that view it as opportunity” [20]. Others still are
rethinking traditional views of academic integrity and encouraging uses such as co-authorship [21} 22} 23]].

The multiple choice (MC) exam is particularly vulnerable to a rethinking. MC questions continue to be a predominant
format for assessing understanding, analysis and recall [24]]. The strength of Al chatbots on multiple choice exams is
worrying [25]] because students most commonly cheat by consulting online sources [26]. While some have suggested
workarounds [[17], the fast-paced evolution of the underlying LLMs means that it “may not be long before [these]
models become so intelligent that we can no longer exploit their weaknesses” [27].

* Citation: Zhang, P. (2023). Taking Advice from ChatGPT.
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This study seeks to document how students use information from ChatGPT on MC tests, contributing to a largely
qualitative literature on how students empirically interact with Al chatbots [28]. While it takes MC tests as a starting
point, the work has implications for broader research on algorithm aversion and appreciation, as well as on human-AI
collaboration. The study is guided by two questions: First, what influences the weight humans place on chatbot advice?
Second, are humans good at judging when Al chatbot advice is correct?

2 Literature Review

A rich literature examines how people take advice from algorithms. Two core competing findings are algorithm aversion
[29]] (a tendency to disproportionately punish algorithms when they err) and algorithm appreciation [30] (a tendency to
prefer algorithm advice prima facie). Numerous studies have explored mediating mechanisms, including task objectivity
[31], perceived competence [32], human input [33]], learning [34} 35]], and time pressure [36], among others [31]].
One literature review categorizes these effects into algorithm characteristics (agency, performance, capabilities, and
human involvement) and human characteristics (expertise and social distance) [37]]. Another analyzes broad themes of
expectations and expertise, decision autonomy, incentivization, cognitive compatibility, and divergent rationalities [38]].
Five types of explanations are relevant to this study.

This study is a direct test of explanations about social distance. If algorithm aversion is truly a preference for humans, a
natural remedy is to make algorithms more human-like [39]. Both adjacent literature [40] and experimental evidence
suggests that people are more likely to accept advice from an anthropomorphized algorithm [] In the business world, Al
chatbots are now successful consumer-facing assistants [41]], and the their perceived human-likeness is important to
their success [42]. At the same time, other studies suggest that appearing too human can induce aversion if algorithms
traverse into an uncanny valley [43]. ChatGPT’s ability to provide natural language explanations comparable to humans
[44] may cause humans to treat ChatGPT similarly to a human advisor and distinctly from other algorithms.

Three other explanations are commonly cited. The first, task difficulty, suggests that increasing task difficulty causes
people to rely more heavily on (algorithmic) advice [45]!46]] and is supported by real-world evidence on teachers [47]. In
this study, familiarity in the question topic an approximate measure of task difficulty. A second explanation, algorithm
familiarity, reasons that people who are more familiar with using algorithms for some task will be less averse to the
advice [311 /48], an effect that was confirmed in a real-world medical context. This study measures algorithm familiarity
by asking questions about past usage. The third explanation, experience, argues that participants are rationally updating
their beliefs about algorithm competence and that presenting their performance can reduce aversion and develop trust
over time [49, 50, 51]], although some studies find that accuracy matters less than expected [52]]. This study uses a
simple model of participant beliefs about advice accuracy as a measure of experience.

Finally, a developing literature studies the effect of algorithm interpretability on aversion. Interpretability is theorized as
allowing “the user to rapidly calibrate their trust in the system’s outputs, spotting flaws in its reasoning or seeing when
it is unsure” [53]. Studies have found mixed effects of output interpretability [54}55,15657]] and model transparency
[58L159], although field experiments on physicians find that they benefit from explainable Al advice |60} 61]. In this
study, providing GPT model’s text reasoning enables a test of whether interpretability makes a difference.

Surprisingly few studies have examined the role of ChatGPT as an adviser. Some studies have explored potential
problems with using ChatGPT for advice on health [62] |63} 164} 65]], investing [66], and education [[19]]. Empirical
studies have documented a corrupting effect of moral advice generated by GPT-2 [67], GPT-3[68]], and ChatGPT [69].
On Twitter, GPT-3 generated texts appear to be more effective at convincing humans to believe (accurate and inaccurate)
information [70]. Finally, humans appear to trust robots more with ChatGPT as an interface [71]. One recent study
studies ChatGPT in the algorithm aversion context on a essay-writing task [[72]. The authors find that while people may
devalue the outputs of ChatGPT relative to a human author, they judge the content equally and are not deterred from
sharing.

Little is known about how humans judge the accuracy of ChatGPT. A plethora of studies have shown that humans
tend to overestimate their own abilities [73] and misjudge the abilities of others [74]]. Similarly, studies suggest that
LLMs calibration is good after pre-training [[75} 176 [77]] but degrades after learning from human feedback [78]]. Yet
studies have not evaluated whether humans accurately estimate the accuracy of LLM outputs. One study suggests that
humans may become miscalibrated on Al feedback because of misallocation of blame [79]], the this study and others
fail to explicitly document the level and nature of (mis)calibration. This study seeks to fill that gap by evaluating human
confidence in LLM outputs on a broad set of topic areas.
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Figure 1: Overview of study design. Both LLMs and human participants answer questions. The study focuses on how
humans take LLM advice.

Table 1: MMLU topics included in this study.

Supercategory  Topics Example Question

STEM Clinical Knowledge, Physics, Elementary Math- In which situation can the expres-
ematics, Formal Logic, APs (Biology, Chem- sion 64 + 8 be used?
istry, Comp. Sci, Physics, Statistics), Human
Aging

Social Science  APs (Human Geo, Government, Macro/Micro, What does Berger (1963) describe
Psych), Sociology, U.S. Foreign Policy, Global as a metaphor for social reality?

Facts
Humanities APs (US/World/European History), Philosophy, Descartes argues against trusting the
Misc. topics senses on the grounds that

3 Procedure

Overview The study simulates an environment in which students receive aid from ChatGPT. MC questions are
sourced from real academic tests and original outputs are obtain by quering GPT models. Participants attempt to make
calibrated guesses before and after seeing the advice that is generated. An overview of the study design is displayed in
Figure[I] All code and data except for survey responses are documented in the accompanying GitHub repository. The
study methods are preregistered on AsPredicted under predictions #122800 and #126040.

Dataset Answers are drawn from the Massive Multitask Language Understanding (MMLU) dataset [80], a widely
used benchmark [8] of LLM knowledge understanding that broadly encompasses academics. The dataset consists
entirely of MC questions and draws from real tests such as the Advanced Placement exams. Participants answer
questions from only 25 of the original 57 topics, topics which college students are expected to have a reasonable chance
to succeed. A total of 688 questions are sampled from the topics. See Appendix [A.T]for descriptions of the 25 topics
and selection procedure.

Model evaluation The advice is generated by GPT-3.5, a LLM by OpenAl fine-tuned to follow human instructions,
on the constructed dataset [81]. Specifically, calls are made to the Completions API with text-davinci-003 as
the engine [’ Models are prompted with standard and chain-of-thought (CoT) prompts [82]. CoT prompts yield the
same accuracy but better explanations. The advice used in the survey is generated using a zero-shot CoT prompt. See
Appendix [A.2]for a comparison to standard prompting and illustration of the prompt text.

3See the API documentation|


https://github.com/petezh/ChatGPT-Advice/
https://aspredicted.org/K7Y_VPW
https://aspredicted.org/KW3_8W2
https://platform.openai.com/docs/api-reference/completions
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Figure 2: Judge-advisor system. Participants provide judgements about the probability that each answer is true. WoA
is a measure of how advice changes the probability allocated to the advised answer.

Lab experiment Participant use this advice is a survey-based lab experimentﬂ The setup models the well-studied
judge-advisor system [83]]. Participants are shown randomly selected questions and report their confidence in each
answer choice before and after receiving advice. The advice is manipulated by varying the advisor’s identity and
selectively providing justifications. Participants receive advice from an advisor randomly identified as a generic
“expert” or an “Al chatbot”. They are also randomly assigned to receive a justification in addition to the answer. The
manipulations are displayed in Figure [2]

The experiment is administered via a Qualtrics survey. A [live link and full printout of the survey are available for
readers. Participants

are assigned to the conditions;
must pass a simple attention check;

CEINNTS

provide their level of familiarity (“comfortable”, “neutral”, or “uncomfortable”) with 8 topic areas that are
constructed by grouping topics, as well as their major(s);

complete an example that explains the judge-advisor setup, the concept of confidence, and identifies the advice
format (advisor identity and presence of justification);

pass a manipulation check that reinforces the advisor identity;

complete at least 20 questions in which they:

are assigned a random question and provide an initial answer;
receive advice and update their answer;

discover the correct answer and the points they have earned; and
have the opportunity to out-opt once they have completed 20;

fill out a questionnaire about their usage of ChatGPT; and finally

exit the survey.

The survey flow is displayed in Figure[3]

Scoring and compensation Participants are scored by a point system that rewards accurate and calibrated answers
with cash prizes. The system is based on Brier scores, a widely used scoring rule for encouraging both accuracy and

*The experiment is approved under UC Berkeley CPHS Protocol #2023-03-16125.


https://berkeley.qualtrics.com/jfe/form/SV_b3hEwR3snc6Veh8
https://drive.google.com/file/d/1_DTL1K_MHPIrn8Bp_7OZmNXczZBTohaV/view?usp=share_link
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Figure 3: Qualtrics survey flow. Survey blocks are color coded by element type and line pattern corresponds to
reversibility. The survey begins with a consent notice and ends with a debriefing. Note that participants are required
to pass the attention and manipulation checks. Participants may return to previous instruction pages to pass the
manipulation check.

calibration [184]]. Let fx init. denote the initial confidence and fx .q; denote the adjusted confidence for each answer
choice X € {A, B,C, D}. Let ox be an indicator for whether X is correct. Then, the score is:

BS()= >, [(fx—ox)’]

Xe{A,B,C,D}

The Brier score is scaled to give O points to a uniform (25% across choices) distribution and 750 points for a full-
confidence correct answer. The score is asymmetric insofar as it penalizes a full-confidence incorrect answer by -1250
points. The score is centered at O so that participants are not able to earn points by merely completing more questions
with uniform distributions. The re-scaled scoring rule evenly weights the initial and adjusted forecast:

Score = > 750 — 1000 - BS(f)
fe{fx it fx,adj}

Participants can earn prizes by (1) placing among the top 5 scorers and earning 10 USD or (2) through a random
drawing for 50 USD with tickets proportional to score. The former is designed to reward effonﬁ] while the latter ensures
that payout remains somewhat proportionate to score [85].

Participants A total of 142 undergraduate students at UC Berkeley are recruited through the Research Participant
Pool (RPP) at the Haas School of Business. The participants are primarily business majors in their third and fourth
years. Six small pilot sessions were conducted from 04/04/2023 to 04/11/2023 to debug the survey. The 12 sessions
comprising the study dataset were administered from 04/13/2023 to 04/25/2023 and included 118 participants. All
sessions were conducted at the Experimental Social Science Laboratory. Participants were compensated with course
credit and performance-based monetary awards.

Data Processing Letting X denote choice of the advisor, wei ght on advice WoA is computed as

WoA — f}”(,adj - ff(,init
- fX,init

The winsorization procedure replaces negative values with zeroes:

> Anecdotally, scoring dramatically improves participant engagement. Subjects reported feeling more interested and invested in
the questions, particularly compared to a setup that does not reveal the correct answer. The effect appear to be even stronger when
the reward is deterministic.
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Figure 4: Proposed causal mechanisms. The study examines several predictors of weight on advice. The random
assignment of / , experience over several questions, and varying permits a
decomposition of what predicts

WoA < max(0, WoA)

The term “advice confidence” denotes AC = f X aqj> the adjusted confidence in the advisor’s answer. Categorical
variables (topic familiarity, chatbot usage) are converted to integer values using basic rules. A Beta-Bernoulli process is
used to model beliefs in advice correctness [86]. See Appendix [A.3|for some limitations of the approach and details of
these decisions.

4 Analysis

Participant answered 2,828 questions with an average of 23.97 questions per participant. After computing WoA, 166
questions (5.87%) with negative weight on advice are winsorized. Descriptive statistics are available in Appendix [B.1}
Qualitative findings about ChatGPT usage are presented in Appendix

4.1 Weight on Advice

Hypothesis AsPredicted #126040) predicts that participants place greater weight on advice when the advisor is
identified as an “Al chatbot.”

Method Weight on advice is progressively regressed on a broader set of variables in each specification (see Figure
). Weight on advice is regressed on the advisor identity (advisor), justification (give_justification), and
their interaction in A. Controls, including topic familiarity (topic_familiarity) are included in B, past usage
(usage_level) in C, advice quality (advice_is_correct) in D), and experiences (advice_accuracy_belief,
question_num) in E. (AsPredicted #126040) preregisters regressions A-B and conduct regressions C-E as a non-
preregistered exploratory analysis. All regressions include random effects for participants (participant_id) to
account for unobservable differences in participants such as test-taking skill, propensity to trust, calibration skill, etc.
Random effects are included for questions (question_id) to account for within-topic differences in question difficulty.
For concision, additional analyses are reserved for Appendix [B]

Results The results of the regression are displayed in Table[2] From specification A, there is no support for the initial
hypothesis that WoA is greater if the advisor is identified as a chatbot. The coefficients are directionally correct but not


https://aspredicted.org/KW3_8W2
https://aspredicted.org/KW3_8W2

Taking Advice from ChatGPT

statistically significant. In this and other specifications, the random effects for participants and questions are highly
significant. Appendix [B.2]explores whether participant engagement might mediate the effect.

After including topic familiarity in specification B, there is a highly significant increase in weight of advice when the
participant is uncomfortable with the topic. Compared to a baseline of comfort in the topic, weight on advice is 6.1%,
95% CI [2.19-10.08%] higher when a participant is uncomfortable in the topic. The effect is persistent and similar in
size across specifications C-E. Robustness checks are conducted in Appendix [B.3]

In specification C, past usage of chatbots has a marginally significant effect for participants in the “Al chatbot” advisor
condition. The interpretation is that for each step increase in usage level (e.g. having used Al chatbots instead of merely
hearing about them), weight on advice increases by 5.0 %, 95% CI [0.0%, 9.9%]. For participants in the “expert”
advisor condition, the effect is not significant, suggesting that the result is driven by participant understanding of the
advisor’s capabilities. This effect is persistent and similar in size across specifications D-E. Appendix [B.4]suggests that
the result may mostly be driven by whether or not participants have used chatbots before.

On face, specification D reveals a surprising absence of a direct effect from the quality of advice, measured as whether
the advice is actually correct. The coefficient becomes significant in specification E, suggesting that participants place
2.9% more weight on advice if it is true. Additional exploratory analyses are performed in Appendix [B.5|controlling for
initial confidence; the results reveal a strong effect that is mediated by giving justifications.

Finally, specification E identifies significant effect of experience that may be mediated by the advisor’s identity. For
every 10% increase in believed advice accuracy, participants with an Al chatbot advisor place 6.02% 95% CI [4.29%,
7.75%] greater weight on advice. If the advisor is a generic expert, the coefficient is 5.05% 95% CI [3.43%, 6.66%]
per 10% increase in belief. Participants appear to place less weight on advice over time. For each additional question
completed, participants place 0.4% 95% CI[0.362%, 0.6%] less weight on advice. Appendix [B.6|shows that the deflated
coefficient in the human expert condition is robust to beliefs. Moreover, there is a significant effect of the last advice’s
correctness that is mediated by advisor identity.

4.2 Advice Confidence

Hypothesis (AsPredicted #126040) predicts that (1) student’s advice confidence will display overconfidence in
language model accuracy and that (2) the overconfidence is mitigated by feedback.

Method For choice X and question j, let t; x denote whether X is correct and f; x denote the participant’s confidence
in the choice. Calibration curves are constructed by partitioning advice confidences over [0, 1] into 10 equal-width bins
and plotting the average advice confidence e; = E,c/[f; x] and accuracy o; = E;e]t;, x] for each bin .

This section focuses on the advised choice X with the goal of evaluating how well the participants evaluate advice
accuracy. Setting e; = Ejcq| fj, X dj] and accuracy 0; = Ejcr [tj7 <, a calibration curve is constructed for participant’s
confidence in the advisor’s answers. Miscalibration is measured by expected calibration error (ECE), the average
deviation from ideal calibration weighted by sample size. Letting P(7) denote the proportion of samples in bin i, ECE
is defined as:

10
ECE = P(i) - |o; — eil
i=1

To evaluate whether participants become more calibrated over time, EFC'E is computed over groups of 5 question
numbers. To calculate standard errors, EC'E is bootstrapped on 1000 samples within each question group.

As preregistered, AC is measured for each topic and compared to the actual accuracy of the model on a larger evaluation
set on the topic (discussed in Appendix[A.2). Mistaken beliefs about per-topic confidence are identified by a Brunner-
Munzel [87] comparisons between the mean accuracy T' = {¢;} and confidence F' = { f; x ad;}. The false discovery
rate is controlled to 0.05 by using the Benjamin-Hochberg procedure [88]].

Finally, participant performance is compared to a simple, proportionate update under different values of WoA. The
optimal weight on advice WoA™ € [0, 1] is the value that minimizes Brier Score.

Results Consistent with an extensive prior literature [73]], participants are overconfident in their own answers. Figure
@reveals (1) significant overconfidence in initial answers (ECE;,;; = 0.183) for confidence levels greater than 0.5 and
(2) attenuated but persistent overconfidence in adjusted answers (ECE,q; = 0.137). Receiving advice appears to “lift”
the actual accuracy of high-confidence answers and improve calibration.
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Table 2: Results of regression analyses examining weight on advice.

A B C E
Intercept 0.329%**  (0.302%** 0.169**  0.161**  -0.159*
(0.044) (0.045) (0.081) (0.082) (0.096)
advice_accuracy_belief 0.602%**
(0.088)
advice_accuracy_belief:advisor[T.expert] -0.097
(0.120)
advice_is_correct[T.True] 0.013 0.029%**
(0.015) (0.014)
advisor[T.expert] -0.027 -0.028 0.056 0.054 0.067
(0.059) (0.059) (0.118) (0.118) (0.137)
advisor[T.expert]:give_justification[T.yes] -0.027 -0.021 -0.025 -0.025 -0.023
(0.079) (0.079) (0.079) (0.079) (0.076)
give_justification[T.yes] 0.057 0.056 0.064 0.064 0.074
(0.058) (0.058) (0.057) (0.057) (0.055)
participant_id Var 0.364%%*  (0.362%**  (.354%%* (. 353%** ().337%**
(0.056) (0.055) (0.055) (0.055) (0.052)
question_id Var 0.044**  0.040*%*  0.040**  0.040**  0.045%*
(0.018) (0.018) (0.018) (0.018) (0.018)
question_num -0.004*%**
(0.001)
topic_familiarity[T.Neutral] 0.026 0.027 0.027 0.026
(0.018) (0.018) (0.018) (0.017)
topic_familiarity[T.Uncomfortable] 0.061#**  (0.062%**  0.062%**  (.063%***
(0.020) (0.020) (0.020) (0.020)
usage_level 0.050* 0.049* 0.045*
(0.025) (0.025) (0.024)
usage_level:advisor[T.expert] -0.033 -0.033 -0.019

(0.036) (0.036) (0.035)

Considering only adjusted confidence in advised choices, participants are significantly more miscalibrated
(ECE.gvisea = 0.201), displaying both overconfidence and underconfidence at different confidence levels. Par-
ticipants dramatically underestimate the accuracy of advised choices at confidence levels below 0.5. For example,
when participants place 0 to 10% confidence in the advisor’s answer, the answer is actually correct 42.4%, 95% CI
[29.2%, 55.5%] of the time. Moreover, the effect applies across both advisor conditions (Figure [5b) and is persistent

(see Appendix [B.8).

The remainder of this section considers only participants in the Al chatbot condition. These participants are limited in
their ability to predict differences in ChatGPT’s advice quality across topics. Participants overestimate advice accuracy
on Elementary Mathematics questions and underestimate accuracy for 10 topics displayed in Figure[6] Average beliefs
in advice accuracy are only moderately correlated (Pearson’s 7=0.339, p=0.097) with actual advice accuracy when
grouped by topic (Figure [7b).

These errors are significant for knowing when to place weight on advice. WoA and AC are highly correlated at the
question level (Pearson’s 7=0.639, p=1.69e-150) and participants place significantly more (Human Sexuality) or less
weight (Elementary Mathematics) on some topics compared to others (Figure [7al).

Overall, participants do not place enough weight on advice (Figure . The Brier score is minimized at WoA™ = 0.61,
achieving an average score of BS = 0.556. The optimal weight on advice is over 50% higher than the average
participant weight on advice, WoA = 0.367.

Notably, participants also score (BS = 0.673) significantly worse in practice if they uniformly applied the same weight
on advice with a proportionate update (BS = 0.588). The poor performance compared to a uniform baseline is due to
(1) misallocation, the suboptimal proportioning of confidence to other answer choices and (2) extremism, participants’
tendency to place no weight on advice or too much weight on advice, leading to excessive overconfidence. Appendix
analyzes both effects and concludes that extremism is a larger factor.
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Misperception in Advice Accuracy
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Figure 6: Believed and actual advice accuracy. Error bars are 95% confidence intervals. Blue corresponds average
participant confidence in the correctness advised answer. Red corresponds to the results from an evaluation on 50
questions in each subject. Bolded topics have significantly different advice correct beliefs (blue) and advice accuracy
(red), suggesting a discrepancy between participant beliefs and reality.
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5 Discussion

This study contributes to literature on algorithm aversion and human computer interaction by performing a study of
how students incorporate advice from ChatGPT on MC tests.

Weight on Advice Results are summarized in Table[3] Advisor identity, presence of justification, and their interaction
do not significantly affect weight on advice. The effect continues to be insignificant at a 95% level after including
various controls. This result joins several other studies in finding a no effect of the advisor’s identity on weight on
advice [37] and agrees with another study on ChatGPT [72]. At the participant level, the sample is powered to detect a
median effect size comparable found previously [30]. At the measured effect size, identifying an effect for advisor
identity or presence of justification requires a sample size about four times larger (Appendix [B.TT). This might suggest
that algorithm aversion or appreciation is less significant for ChatGPT than for other algorithms. Alternatively, the null
result may be an artifact of the description of the non-algorithm advisor, which is vaguely introduced as an “expert”
[32]. Moreover, in Appendix [B.2] the effects are recovered by including an interaction term for optional questions,
suggesting that participant engagement might be adding noise to the results. Limitations to generalizing the result are
discussed the limitations section below.

The analysis of controls confirms several prior results. Task difficulty in the form of topic familiarity mediates advice
usage [45]]. Harder tasks increase weight on advice more so for Al than human advice, but not significantly so (Appendix

In exploratory analyses, prior usage of chatbots predicts greater weight on advice in the chatbot condition. The result
agrees with prior studies showing that familiarity with the algorithm predicts greater usage of algorithms [31]]. Given the
relatively recent release of ChatGPT, students and educators still have different levels of familiarity with the technology
[LS]. These results could explain for why prior usage and ChatGPT are highly correlated [89]: new users underestimate
the performance of the tool and gradually learn to trust and use it more. This reinforcing dynamic may predict how
different people will use ChatGPT in the classroom and beyond.

In a further exploratory analysis, performance on previous questions and corresponding beliefs about advice accuracy
are predictive of WoA, agreeing with prior work [49, 50, 51]]. The result is stronger for Al chatbots under different
models of beliefs, particularly when examining the effect of the last piece of advice (see Appendix [B.6). If the result
holds, it suggests that people may be more perceptive or critical of Al performance.

Finally, there is initially a small effect of advice correctness on weight on advice. Appendix finds that the effect
is much larger after correcting for the participant’s initial answer. Moreover, there is a satisfying explanation for
how participants identify correct advice: the effect is only significant for participants in the condition that receives
justifications. These results the theory that interpretability improves human adoption of algorithms and suggests that
natural language reasoning is an effect medium for interpretability [53]].

Table 3: Summary of weight on advice results.

Explanation Analysis Result
Explanation type Study metric Prereg? Spec. Appendix WOA Effect Interaction?
Social distance Advisor identity v A — — —
Task difficulty Topic familiarity v B + —
Algorithm familiarity ~ChatGPT usage X C + + Advisor identity
Experience Past accuracy X E + + Advisor identity
Interpretability Justification v A — + Advice quality

Advice Confidence While participants are indeed overconfident in their own answers, they err even worse in judging
the correctness of Al advice. The calibration error is significant and persistent across 40 rounds of feedback.

Exploring one potential explanation, participants misjudge advisor accuracy across topics and underestimate accuracy on
10 out of 25 topics. These misjudgements contribute to calibration error and affect weight on advice. Participants broadly
misunderstand which tasks the Al advisor is good at. Participants generally overestimate accuracy on procedural topics
such as mathematics and physics, while underestimating accuracy on social science topics such history, government,
geography, and so on.

Furthermore, by increasing the average weight of advice by over 50% and uniformly adjusting their answers, participants
could have improved their score significantly. Participants don’t use advice enough and are inefficient when they do,
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providing an important caveat to the results of [90]]: in order study, participants were not able to perform better than
ChatGPT alone when they were unable to interact with the model (see Appendix [B.3). Overall, students do not place
enough trust in algorithms like ChatGPT.

Limitations There are several limitations to this study. First, the study setup may be inefficient for the attempted
regressions. Sampling from hundreds of questions introduces substantial variance to the data collection process that
limits the efficiency of the estimators. Reducing randomization, for example by fixing a set of equally-difficult questions,
may lead to better estimates. Otherwise, a study with a similar setup may require a larger sample size to identify the
same effect.

Simultaneously, the lengthy survey required by the design might limit participant engagement. Appendix [B.Z]suggests
the possibility that the effects are real, but only for participants willing to do optional questions.

The advice could have been improved. The generated advice may not be representative of “ChatGPT’s output,” as
suggested to participants. Model output is quite sensitive to prompting format, particularly across topics (see Appendix
[A2)). The study design was constrained to using a similarly powerful InstructGPT model instead of OpenAI’s ChatGPT
API, which was released after collecting generations.

Moreover, the advisor identity could benefit from clarification. Previous work shows that algorithm aversion and
appreciation effects are sensitive to the description of the advisor [32]. It may have been worthwhile to more explicitly
clarify the identity of the human expert, although Appendix addresses this criticism.

The incentives could also be improved. By providing an additional payout to the top performers, the rewards could
encourage excessive confidence for the sake of scoring higher on the leaderboard, a phenomenon documented in
forecasting tournaments [91].

Finally, the study population limits the external validity of the results. These findings apply to a set of business students
at UC Berkeley who might be much more informed on tests and familiar with ChatGPT compared to even the average
student.

Future Work Extensions of this study could begin by addressing its limitations. First, introducing more advisor
identity conditions could help contrast how people judge ChatGPT’s advice compared to other algorithms or other
human advisors. For example, identifying an advisor as “a previous participant” or a generic “statistical model” [30]
might cause participants to weight the advice less than that of an expert or ChatGPT.

The advice can be improved with better prompting techniques such as iterative bootstrapping [92] or self-consistency
[93] for chain-of-thought. To further study mediators of weight on advice, the advice might include model output
probabilities over answer choices [[76] (with varying levels of calibration [94, 53]), enable live user interaction [90]], or
support modification of prompts [33]]. In addition to using the ChatGPT API, a comparison of ChatGPT output and
ChatGPT Plus outputs could illuminate the relative impact of different Al feedback.

Researchers could study a much wider variety of tasks. Aside from the other 30+ topics in the MMLU benchmark,
participants could provide quantitative answers, answer free response problems, or complete other natural language
tasks (e.g. from BIG-Bench [95]). Less structured responses would require new and untested metrics of distance
between answers such BLEU scores [96]. Moreover, multi-modal models are able to perform natural language reasoning
over images [97, 98] and videos [99,100], creating new opportunities for study.

Further research might document how different populations take advice from LLM-based tools. For example, students
from various grade levels or courses of study might take advice in different ways. Beyond education, many occupations
will likely involve increasing collaboration with Al tools [[101}[102]]. Previous studies have documented differences
in algorithm aversion across populations [48]]. As LLMs influence a greater number of human decisions, a nuanced
understanding of how different people take their advice will be increasingly important.
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A Procedure Appendix

A.1 Dataset

Question selection To select topics, the authors attempted questions within each topic and used intuition to downsize
the benchmark to 25 topics. The dev and train splits are used to sample questions. All 5 questions in each dev set
and up to 30 questions from the train set are included. A smaller set of questions is preferred in order to better capture
question-specific random effects. The much larger test set is reserved for model evaluation and follow-up studies. For
model evaluation, 50 questions are sampled uniformly from all splits for the topics.

Table 4: Question counts and descriptions [80] by topic.

Topic Questions Description
Clinical Knowledge 34 Spot diagnosis, joints, abdominal examination, ...
Conceptual Physics 31 Electromagnetism, thermodynamics, special relativity, ...
Elementary Mathematics 35 Word problems, multiplication, remainders, rounding, ...
Formal Logic 19 Propositions, predicate logic, first-order logic, ...
Global Facts 15 Extreme poverty, literacy rates, life expectancy, ...
High School Biology 35 Cellular structure, molecular biology, ecology, ...
High School Chemistry 27 Analytical, organic, inorganic, physical, ...
High School Computer Science 14 Algorithms, systems, graphs, recursion, ...
High School European History 23 Renaissance, reformation, industrialization, ...
High School Geography 27 Population migration, rural land-use, urban processes, ...
High School Government and Politics 26 Branches of government, civil liberties, political ideologies, ...
High School Macroeconomics 35 Economic indicators, national income, international trade, ...
High School Microeconomics 31 Supply and demand, imperfect competition, market failure, ...
High School Physics 22 Kinematics, energy, torque, fluid pressure, ...
High School Psychology 35 Behavior, personality, emotions, learning, ...
High School Statistics 28 Random variables, sampling distributions, chi-square tests, ...
High School U.S. History 27 Civil War, the Great Depression, The Great Society, ...
High School World History 31 Ottoman empire, economic imperialism, World War I, ...
Human Aging 28 Senescence, dementia, longevity, personality changes, ...
Human Sexuality 17 Pregnancy, sexual differentiation, sexual orientation, ...
Miscellaneous Topics 35 Agriculture, Fermi estimation, pop culture, ...
Nutrition 35 Metabolism, water-soluble vitamins, diabetes, ...
Philosophy 35 Skepticism, phronesis, skepticism, Singer’s Drowning Child, ..
Sociology 27 Socialization, cities and community, inequality and wealth, ...
U.S. Foreign Policy 16 Soft power, Cold War foreign policy, isolationism, ...

Question order The dataset is reordered twice during survey administration to overcome a limitation in Qualtrics
that presents questions in increasing order of index. In the first reordering, the first and second halves of the questions
are switched. The second reordering, the questions are shuffled entirely. As a result, the distribution of question
appearances is roughly normal with no apparent bias (Figure[9). The procedure for shuffling questions is documented

in the accompanying repository.
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Distribution of Questions

Number of Questions

Number of Apperances

Figure 9: Question distribution. Every question is presented at least once. The modal number of appearances is 4 with
a maximum of 8. The distribution is consistent with the result of a uniform selection process.

A.2 Model Evaluation

All model evaluations use the Completions API with engine=""text-davinci-003"’, temperature=0, and control
the completion length. The CoT prompt (Figure [I0) is compared against the standard prompt (Figure[TT). In a reversal
of the CoT approach, the model is first forced to output a response and then provide a justification.

Chain-of-
Thought
Prompt

Input Text
LLM Generated

Question -

Submit to GPT-3.5

Multiple choice test

" Question: In which situation can the expression 64
i + 8 be used?

"Possible choices:

Choices

(A) There are 8 buses with 64 students..
(B) Ms. Vance has 8 pens and 64 pencils..

i // other choices omitted for brevity

Justification

Answer

" Answer:

Let's think step by step.

The expression 64 + 8 can be used to calculate the
total number of items in a given situation.

Therefore, the correct answer is (D) Mr. Juarez has
64 cups and puts an equal number on each of 8
tables.

Final answer:

0)

Figure 10: Chain-of-thought prompt. The model is prompted to think "step-by-step" and provide a reasoning. The
final answer is treated as the model’s answer.
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Standard
Prompt

Input Text
LLM Generated

Justification -

Figure 11: Standard prompt. The model is first prompted to immediately answer the question. Then it is prompted to

provide a justification.

Both prompts achieved an accuracy of 62.9% =+ 3.4% but their responses are only moderately correlated (Spearman’s
r=0.573, p<le-68). Prompt accuracy differs significantly across topics (Figure [[2a) and categories (Figure [I2b).
Generally, CoT achieves improvements on procedural topics (Conceptual Physics, Elementary Mathematics) at the

Answer _w
i (D)

Submit to GPT-3.5

Multiple choice test

" Question: In which situation can the expression 64
i + 8 be used?

““Possible choices:
(A) There are 8 buses with 64 students on each bus.

(B) Ms. Vance has 8 pens and 64 pencils in a

i container.
™ // other choices omitted for brevity

Answer:

“"Justification:

The expression 64 + 8 can be used in the situation
where Mr. Juarez has 64 cups and puts an equal
number on each of 8 tables. This is represented by
choice (D).

expense of performance losses on fact-based humanities topics (history topics, Philosophy).

Accuracy by Topic

Clinical Knowledge - <=
Conceptual Physics - ——
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(a) Accuracy by topic.

Figure 12: Accuracy by topic and category. Error bars are 95% confidence intervals. Topics and categories where

(b) Accuracy by category.

prompts diverged significantly (at a 90% level) are bolded.

20




Taking Advice from ChatGPT

The CoT prompt is preferred due to the quality of justifications. Whereas the standard prompt often leads models to
adopt awkward justifications, CoT generates a coherent stream of reasoning that resolves to an answer. One limitation
of this choice is the possibility of invalid outputs. For five questions (< 1% of the dataset), the model justification rejects
all of the answer choices and answers "None" or "E". In the evaluation, these answers are as treated as incorrect with a
weight on advice of 0. These "errors" are preserved in order to approximate a real-world analog in which an Al chatbot
might similarly reject all options.

A.3 Data Processing

Weight on advice Most studies [[103]] compute WoA as the the difference between the initial and adjusted judgment
divided by the difference between the initial judgment and the advice. The advice is assumed to correspond to 100%
belief in the advised answer. In the context of probabilities, this approach might conflict with intuitions about scale in
the context of probability sums. If a participant is initially 99% confident in the advisor’s answer, then an adjustment
to 100% is not a large change. Yet whereas the absolute change is small (IW oA = 0.01), proportionate change is the
largest possible value (WoA = 1). This property can lead to noisy results for WoA when many participants opt to
“round” high confidence levels (80-99%) up to full confidence (100%).

Topic familiarity Participants are asked “How comfortable do you feel with the following topic areas?”” and provided
the options "Uncomfortable", "Neutral", and "Comfortable.” These are mapped to -1, 0, and 1 respectively in summary
statistics and use indicators in the regression, as preregistered. to familiarity areas using the mapping in Table[5] These
areas are created to roughly capture the skills and knowledge required in each topic area as an alternative to tedious
topic-by-topic ratings of comfort level.

Table 5: Linking topics to familiarity areas.

Topic/Task Questions Familiarity Area
Clinical Knowledge 34 Biological Sciences
Conceptual Physics 31 Physics
Elementary Mathematics 35 Mathematics
Formal Logic 19 Mathematics
Global Facts 15 Trivia
High School Biology 35 Biological Sciences
High School Chemistry 27 Biological Sciences
High School Computer Science 14 Computer Science
High School European History 23 History
High School Geography 27 Trivia
High School Government and Politics 26 Economics
High School Macroeconomics 35 Economics
High School Microeconomics 31 Economics
High School Physics 22 Physics
High School Psychology 35 Biological Sciences
High School Statistics 28 Mathematics
High School U.S. History 27 History
High School World History 31 History
Human Aging 28 Biological Sciences
Human Sexuality 17 Biological Sciences
Miscellaneous Topics 35 Trivia
Nutrition 35 Biological Sciences
Philosophy 35 Literature
Sociology 27 Literature
U.S. Foreign Policy 16 History

Past usage Participants answer four progressive questions about usage of Al chatbots. Each question is only displayed
if they respond "yes" to the previous:

1. Have you heard of Al chatbots before?
2. Have you used Al chatbots before?
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3. Have you used Al chatbots in a classroom setting before? (homework, quiz, studying, etc.)
4. Have you used Al chatbots to answer multiple choice questions before?

The number of questions to which they respond "yes", which may vary from O to 4, is summed and used to measure
past usage.

Experience Participant beliefs about the accuracy of advice are modeled with a Beta-Bernoulli. A fairly weak prior
of Beta(a = 0.5, 8 = 0.5) is chosen. Upon receiving feedback on a question, it is assumed that participants update to
Beta(a + 1, 8) if the advice is correct and Beta(c, 8 + 1) if the advice is wrong. This is a fairly strong assumption
since it assumes that participants can accurately track and evenly weight past performance.
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B Analysis Appendix

B.1 Descriptive Statistics

Summary statistics Summary statistics are displayed in Table[6]

Table 6: Summary statistics for key variables.

weight_on_advice init_advice_confidence advice_confidence advice_is_correct
count 2828.000 2828.000 2828.000 2828.000
mean 0.337 0.359 0.587 0.639
std 0.395 0.309 0.357 0.480
min 0.000 0.000 0.000 0.000
25% 0.000 0.156 0.278 0.000
50% 0.149 0.250 0.571 1.000
75% 0.672 0.500 1.000 1.000
max 1.000 1.000 1.000 1.000
net_familiarity uncomfortable neutral comfortable
count 2828.000 2828.000 2828.000 2828.000
mean 0.056 0.269 0.405 0.326
std 0.770 0.444 0.491 0.469
min -1.000 0.000 0.000 0.000
25% -1.000 0.000 0.000 0.000
50% 0.000 0.000 0.000 0.000
75% 1.000 1.000 1.000 1.000
max 1.000 1.000 1.000 1.000
usage_level heard_of used used_in_class answered_mc
count 2828.000 2828.000 2828.000 2828.000 2828.000
mean 2.678 0.986 0.832 0.595 0.264
std 1.068 0.120 0.374 0.491 0.441
min 0.000 0.000 0.000 0.000 0.000
25% 2.000 1.000 1.000 0.000 0.000
50% 3.000 1.000 1.000 1.000 0.000
75% 4.000 1.000 1.000 1.000 1.000
max 4.000 1.000 1.000 1.000 1.000
question_num correct_advice_count incorrect_advice_count init_time adjusted_time
count 2828.000 2828.000 2828.000 2828.000 2828.000
mean 13.099 7.826 4273 28.292 10.728
std 8.151 5.482 3.322 20.390 8.608
min 1.000 0.000 0.000 5.458 5.115
25% 6.000 3.000 2.000 13.497 6.126
50% 12.000 7.000 4.000 22.524 7.536
75% 18.000 11.000 6.000 36.145 11.388
max 40.000 27.000 18.000 90.141 90.038

Conditions Participants (n = 188) were assigned randomly to a 2x2 condition (see Figure[7). Notably, significantly
more participants (66) were assigned to receive a justification than not (52). The ability to evenly assign participants
was limited by the survey platform and administration method, which led to many “in-progress” surveys that were not
completed.
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Table 7: Conditions assignments.

Justification
Advisor  Yes  No

Al chatbot 32 24
expert 34 28

Weight on advice Average WoA was 0.237 with a standard deviation of 0.300 (Figure[I3). In the sample, 40.45% of
answers placed no weight on advice (WoA < 0).

Distribution of Weight on Advice
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Figure 13: Distribution of weight on advice. The distribution is bimodal at 0 and 1. Weight on advice is depicted
post-winsorization. Notice the absence of values between 80% and 95%, suggesting a tendency to "round up" high

confidence to full confidence.

Topic familiarity Familiarity varies significantly across topics (Figure [I4). Participants are most familiar with
economics and mathematics, which is sensible for a business degree program. Participants rated themselves least
familiar with computer science, for which there is also the most variation. This seems to be due to the substantial
number of participants majoring in Computer Science (n = 10), EECS (n = 9), or data science (n = 19).
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Familiarity with Topic Areas

. -0.38]
Computer Science -  =———— e
-0.33
Physics 1 ——— ——
Biological Sciences A

History o

Topic

Trivia T

Literature -

Economics A

Mathematics —_—
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Net Familiarity
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Figure 14: Familiarity in topic areas. Net familiarity is annotated above each topic label. Error bars are 95%
confidence intervals.

Questions answered. Most participants (92/118) answered less than 25 questions. There is a significant dropoff after
around questions 20-22 once participants notice that they have the option to opt-out (Figure[I5a]

Weight on advice appears to decline throughout the experiment (Figure[T3b). Conducting an type-2 ANOVA analysis of
regressing weight on advice question groups yields a slightly significant result (p=0.0731). In the section[4] that question
number is a significant predictor of weight on advice. Note that because answering questions 21-40 is voluntary, the
effect might be confounded by participant attributes (e.g. diligence or competitiveness).

Questions Answered Weight on Advice Through the Experiment

0.40 -

I
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>

Count

1

Weight on Advice
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o
w
o
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10 15 20 25 30 35 40 115 6-‘10 11115 16-|20 21125 26i30 31:35 36-‘40
Question Number Question Number
(a) Number of questions answered. (b) Weight on advice by question group.

Figure 15: Questions answered. Error bars are 95% confidence intervals. Error bars widen past 20 questions because
fewer participants voluntarily answered additional questions.

All but one participant heard of ChatGPT and other AI chatbots. Among participants in the Al chatbot condition,
participants appear to place much greater weight on advice if they have used ChatGPT, and specifically if they have
used it to answer multiple choice questions. Note that Figure X is plotted without accounting for random effects so the
standard errors may not be reflective.
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Past usage All but one participant heard of ChatGPT and other AI chatbots. Among participants in the Al chatbot
condition, participants appear to place much greater weight on advice if they have used ChatGPT, and specifically if
they have used it to answer multiple choice questions. Note that Figure[T6a]is plotted without accounting for random
effects so the standard errors may not be reflective.

These effects are much smaller but directionally similar in the expert condition (Figure[T6Db).

Usage and Weight on Advice (Al Chatbot) Usage and Weight on Advice (Human Expert)
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(a) Al chatbot condition. (b) Expert condition.

Figure 16: Weight on advice by usage level. Error bars are 95% confidence intervals.

Adyvice correctness The advice is correct for 63.9% of samples. Participants are somewhat able to discern the
correctness of advice (Figure[7). In general, judgements about advice correctness are bimodal near 0 and 1. There is a
noticeable absence of beliefs in the 60% to 90% confidence range, suggesting that when participants are “pretty sure”
that the advice is correct, they round up to 100%.

Implied Beliefs About Advisor Correctness

Actual Correctness
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Advice Correct Belief

Figure 17: Advice correctness beliefs. Participants are apparently capable of discerning correct and incorrect advice.
When advice is correct, a greater proportion of participants judge the advised answer as very likely to be correct, and
vice versa.
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Experiences Beliefs about advice accuracy are roughly normally distributed with a mode at uninformative prior, 0.5
(Figure[I8] The mean belief in accuracy is 60.5% with a standard deviation of 13.1%.

Distribution of Beliefs

Question Number
[ Question 10 and Before
I Question 11 and After

300 A
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Count
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Advice Accuracy Belief

Figure 18: Model advice accuracy beliefs Beliefs have much greater spread in the first 10 questions as expected due to
the greater probability of receiving mostly correct or incorrect answers. After, beliefs tend to be more centered around
the true accuracy of 64.9%.

B.2 Optionality

The survey is fairly long, taking most particpants at least 20 minutes. Longer questionnaires are known to suffer
from reduced response quality, particularly for later questions [104]. This may, for example, explain and confound
the significant decline in weight on advice over time we find in Table [2] But one unique feature of our survey is
the opportunity to complete optional questions for additional points. If a participant voluntarily answers additional
questions, it might suggest greater engagement with the survey and improved response quality.

The regressions in Table 8] consider whether the optionality of a question interacts with the interventions. In regression
A2, we regress on both the question number and on is\_optional, whether the question number is greater than 20.
Interestingly, the interaction terms recover the hypothesized effects. For optional questions (compared to non-optional
questions):

* Advice with no justification is given 14.0% 95 CI[1.0%, 26.9%] greater weight if it comes from an advisor.

* When justifications are provided, advice from the Al advisor is given an insignificant 2.1% greater weight on
advice.

These effects largely persist after adding all of the other controls in A3. Taken together, this exploratory analysis
suggests that engagement mediates the effects of interest.
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Table 8: Results of additional regressions on question optionality.

A A2 A3
Intercept 0.329%**  (0.323%**  -(.174%*
(0.044) (0.044) (0.096)
advice_accuracy_belief 0.619%%**
(0.089)
usage_level 0.046*
(0.025)
topic_familiarity[T.Uncomfortable] 0.065%**
(0.020)
topic_familiarity[ T.Neutral] 0.027
(0.017)
question_num -0.005%*%*
(0.001)
question_id Var 0.044%*%  0.046*%*  0.048***
(0.018) (0.018) (0.018)
participant_id Var 0.364%**  0.367***  (0.340%**
(0.056) (0.056) (0.053)
is_optional[T.True] 0.080 0.166%**
(0.056) (0.057)
give_justification[T.yes]:is_optional[T.True] -0.147%*  -0.134%*
(0.067) (0.066)
give_justification[T.yes] 0.057 0.072 0.084
(0.058) (0.058) (0.056)
advisor[T.expert]:is_optional[T.True] -0.140**  -0.140%*
(0.066) (0.065)
advisor[T.expert]:give_justification[T.yes]:is_optional[T.True] 0.161* 0.115
(0.083) (0.082)
advisor[T.expert]:give_justification[T.yes] -0.027 -0.046 -0.029
(0.079) (0.080) (0.077)
advisor[T.expert] -0.027 -0.011 0.080
(0.059) (0.060) (0.138)
advice_is_correct 0.030%*
(0.015)
advice_accuracy_belief:advisor[T.expert] -0.101
(0.120)
usage_level:advisor[T.expert] -0.020
(0.035)

B.3 Topic Familiarity

Topic familiarity tangibly affects participant performance. Participants are assumed to pick their highest confidence
answer and randomly pick when there is a tie. Across all questions, participants achieve an accuracy of 42.1% before
advice that improves to 57% after receiving advice. Both significantly underperform GPT’s 63.9% accuracy. When
divided by topic familiarity, participant initial accuracy on uncomfortable topics (37.7%) and comfortable topics
(46.4%) is significantly worse and better than the combined baseline, respectively (Figure[I9). These results suggest
that participant’s subjective judgements of their familiarity are predictive.
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Topic Familiarity Influences Accuracy
100%

Answer Type
BN |nitial
W Adjusted
B Advice
80%

Accuracy
(95% Cl, p<0.05)

Combined Uncomfortable Neutral Comfortable
Topic Familiarity

Figure 19: Effect of topic familiarity on accuracy. Dotted line corresponds to combined accuracy. Bolded values are
significantly different at a 95% significance level than the combined accuracy in a ¢-test.

Two additional regressions explore the effect of topic familiarity (Table[9). specification B2tests whether the effect of
topic familiarity is captured by differences in weight on advice for each topic.The effect is attenuated but continues to
be significant. Specification B3further examines whether being uncomfortable with a topic causes greater weight on Al
chatbot advice. Topic familiarity drives greater weight in advice more in the Al chatbot condition than in the human
expert condition, but not significantly so.

Table 9: Results of additional regressions on topic familiarity.

B B2 B3
Intercept 0.302%%*%  (0.311%**  (.299%**
(0.045) (0.052) (0.048)
advisor[T.expert] -0.028 -0.028 -0.012
(0.059) (0.066) (0.064)
advisor|[T.expert]:give_justification[T.yes] -0.021 -0.024 -0.025
(0.079) (0.088) (0.080)
give_justification[T.yes] 0.056 0.060 0.058
(0.058) (0.064) (0.058)
participant_id Var 0.362%%%  (0.479%%*  (.367***
(0.055) (0.091) (0.056)
question_id Var 0.040**  0.055***  (0.026
(0.018) (0.021) (0.017)
topic Var 0.051 0.014%*
(nan) (0.007)
topic_familiarity[T.Neutral] 0.026 0.020 0.028
(0.018) (0.018) (0.026)
topic_familiarity[ T.Neutral]:advisor[ T.expert] -0.010
(0.035)
topic_familiarity[T.Uncomfortable] 0.061%** 0.041* 0.069%**
(0.020) (0.021) (0.029)
topic_familiarity[ T.Uncomfortable]:advisor[ T.expert] -0.040
(0.040)
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B.4 Past Usage

Several additional regressions test the strength of the effect of past usage (Table [I0)). Specification (2removes the
interaction term with the advisor. The effect is still significant but is diminished in size. In specification C3, indicators
are added for each usage level. While the coefficients are directionally sensible, none are significant. Specification
Cdtests for the effect of having used Al chatbots before (used). There is a large and significant effect on weight on
advice, suggesting that using chatbots before leads participants in the Al chatbot condition to place 0.149 greater weight
on advice.

Table 10: Results of additional regressions on past usage.

C C3 C4
C(usage_level)[T.1] 0.117
(0.160)
C(usage_level)[T.2] 0.230
(0.157)
C(usage_level)[T.3] 0.189
(0.156)
C(usage_level)[T.4] 0.241
(0.156)
Intercept 0.169**  0.211%** 0.104 0.183%**
(0.081) (0.066) (0.159) (0.071)
advisor[T.expert] 0.056 -0.036 -0.036 0.036
(0.118) (0.059) (0.060) (0.107)
advisor[T.expert]:give_justification[T.yes] -0.025 -0.019 -0.020 -0.020
(0.079) (0.078) (0.079) (0.078)
give_justification[T.yes] 0.064 0.061 0.062 0.057
(0.057) (0.057) (0.057) (0.057)
participant_id Var 0.354%**  (0.353%**  (,354%** ().350%**
(0.055) (0.054) (0.055) (0.054)
question_id Var 0.040*%*  0.040%*  0.040%*  0.040%*
(0.018) (0.018) (0.018) (0.018)
topic_familiarity[ T.Neutral] 0.027 0.027 0.026 0.026
(0.018) (0.018) (0.018) (0.018)
topic_familiarity[T.Uncomfortable] 0.062%**  0.062%**  (0.061***  (0.063%*%*
(0.020) (0.020) (0.020) (0.020)
usage_level 0.050* 0.034*
(0.025) (0.018)
usage_level:advisor[T.expert] -0.033
(0.036)
used[T.True] 0.149%*
(0.069)
used[T.True]:advisor[T.expert] -0.088
(0.105)

B.5 Advice Quality

The effect of advice quality/correctness may masked by misplaced trust in the advice answer. Suppose participants
are modest and tend to put between 80% confidence in the advisor’s answer regardless of their initial answer. Further
suppose that participants are capable and tend to pick the same answer as the advisor. When the advice is correct, they
are likely to place greater weight on the advice answer initially and under-adjust proportionately. When the advice is
incorrect, they are likely to move more in the direction of the advice answer. Perversely, this would suggest that advice
correctness is negatively correlated with weight on advice.

This is controlled for by directly regressing on initial confidence in the advice answer (init_advice_confidence) in
a series of regressions (Table[TT)). Compared to the original specification ), specification 17 adds a term that controls
for initial advice confidence. Question random effects are no longer significant after controlling for initial confidence,
suggesting that initial confidence indeed controls for question difficulty. Next, adding a quadratic term is justified, as
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the coefficients in )3 remain significant. An interaction term with giving justifications in D4suggests that the effect of
advice correctness depends on giving justifications.

These results suggest a natural explanation in which correct advice is more convincing because the justifications are more
coherent. If true, one would expect people to spend more time reading when there is a justification. Indeed, participants
that receive justifications spend 2.5 95% CI[1.24%, 3.76%] more seconds on adjusting answers, ‘adjusted_time‘.
Specification D5regresses on ‘adjusted_time‘ with an interaction term with ‘advice_is_correct‘. Consistent with the
hypothesis, the interaction of advice being correct and time spent incorporating advice explains most of the effect.
Every additional 10 seconds spent incorporating advice is associated with a 3.95% 95% CI[1.16%, 6.74%] increase in
weight on advice.

Table 11: Results of additional regressions on advice correctness.

D4 D5
I(init_advice_confidence ** 2) -1.260%**  -1.201%**  -1.250%**
(0.071) (0.071) (0.071)
Intercept 0.161%*%  0.234***  (.098 0.118 0.134
(0.082) (0.084) (0.094) (0.092) (0.092)
adjusted_time -0.002
(0.001)
advice_is_correct 0.013 0.053***  0.047***  0.018 -0.020
(0.015) (0.014) (0.013) (0.019) (0.024)
advice_is_correct:adjusted_time 0.004 ***
(0.001)
advice_is_correct:give_justification|[T.yes] 0.051** 0.041
(0.025) (0.025)
advisor[T.expert] 0.054 0.051 0.044 0.044 0.043
(0.118) (0.120) (0.136) (0.131) (0.131)
advisor[T.expert]:give_justification[T.yes]  -0.025 -0.031 -0.058 -0.059 -0.058
(0.079) (0.080) (0.091) (0.088) (0.088)
give_justification[T.yes] 0.064 0.065 0.071 0.039 0.043
(0.057) (0.058) (0.066) (0.066) (0.066)
init_advice_confidence -0.274%*%  (0.984%**  (0.984%**  (.98]1#**
(0.022) (0.074) (0.074) (0.074)
participant_id Var 0.353#%*  (0.389***  (0.577***  (0.528*%**  (0.531%**
(0.055) (0.060) (0.093) (0.080) (0.080)
question_id Var 0.040**  0.027 0.021 0.005 0.007
(0.018) (0.017) (0.018) (0.016) (0.016)
topic_familiarity[T.Neutral] 0.027 0.025 0.012 0.011 0.010
(0.018) (0.017) (0.016) (0.016) (0.016)
topic_familiarity[ T.Uncomfortable] 0.062%**  (0.050%%* 0.019 0.019 0.019
(0.020) (0.020) (0.019) (0.019) (0.019)
usage_level 0.049%* 0.051%* 0.045 0.045 0.045
(0.025) (0.026) (0.029) (0.028) (0.028)
usage_level:advisor[T.expert] -0.033 -0.031 -0.025 -0.025 -0.025

0.036)  (0.037)  (0.042)  (0.041)  (0.041)

B.6 Experience

Several additional regressions are conducted to assess how sensitive the finding is to the model of participant beliefs
(Table . The original specification E uses a uninformative prior Beta(oa = 0.5, 8 = 0.5) to model experiences. Spec-
ification "'“tests a term that indicates whether the last piece of advice given is correct (last_advice_is_correct).
The advice accuracy belief term is reintroduced in EE3. This specification tests whether recency bias leads participants
to overweight recent advice. Specifications E4-E6vary the strength of the uninformative prior. Specifications E7 and
E8modify the prior’s estimate to correspond to accuracy beliefs of 25% and 75%, respectively.
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Table 12: Specifications for additional regressions on participant beliefs.

Specification
E E3 E4 E6 E7 ES8
« prior 05 — 05 005 02 1 025 075
B prior 05 — 05 005 02 1 075 0.25
Last question? X v / X X X X X
Beliefs? v X v v v / v v

The results of the regressions are displayed in Table[I3]If the last advice given was correct, participants place 8.7% 95
CI[4.8%, 12.4%] greater weight on advice in the Al advisor condition, but only 4.2% 95 CI[0.6%, 7.8%] in the human
expert advisor condition. These results are subsumed after reintroducing the beliefs term. The results are robust to last
advice correctness, prior strength, and prior estimate. Regardless of the prior, the coefficient on beliefs is lower for the
human expert condition, corroborating the previous finding.
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Table 13: Specifications for additional regressions on participant beliefs.

E E3 E4 Eé6 E7 ES
Intercept -0.159* 0.108 -0.174% -0.097 -0.139 -0.252*%*  -0.050 -0.247%*
(0.096) (0.082) (0.097) (0.089) (0.092) (0.101) (0.090) (0.098)
advice_accuracy_belief 0.602%%: 0.502%*%  0.405%**  (0.475%*%% (0.674%*%* (361%*%* (.6]16%**
(0.088) (0.099) (0.067) (0.075) (0.104) (0.073) (0.089)
advice_accuracy_belief:advisor[T.expert] -0.097 -0.043 -0.047 -0.077 -0.201 -0.146 -0.033
(0.120) (0.134) (0.091) (0.102) (0.141) (0.099) (0.121)
advice_is_correct[T.True] 0.029%** 0.015 0.029%* 0.028* 0.029%** 0.030%:* 0.023 0.032%:*
(0.014) (0.014) (0.015) (0.015) (0.015) (0.015) (0.015) (0.014)
advisor[T.expert] 0.067 0.079 0.063 0.041 0.058 0.136 0.116 0.022
(0.137) (0.118) (0.139) (0.129) (0.132) (0.144) (0.129) (0.141)
advisor[T.expert]:give_justification[T.yes] -0.023 -0.026 -0.019 -0.017 -0.017 -0.019 -0.022 -0.016
(0.076) (0.078) (0.076) (0.076) (0.076) (0.076) (0.076) (0.076)
give_justification[T.yes] 0.074 0.067 0.070 0.067 0.068 0.070 0.067 0.070
(0.055) (0.057) (0.055) (0.055) (0.055) (0.055) (0.055) (0.055)
last_advice_is_correct[T.True] 0.084*** (0.035
(0.020) (0.022)
last_advice_is_correct[T.True]:advisor[T.expert] -0.046* -0.042
(0.027) (0.030)
participant_id Var 0.337#%%  (0,348*** () 333%** () 334%** (), 333*k*k  (),33]#**k  (),332%*k* () 33Q%k*
(0.052) (0.054) (0.052) (0.052) (0.052) (0.052) (0.052) (0.053)
question_id Var 0.045%* 0.042%* 0.043%** 0.044%* 0.043%** 0.042%* 0.042%* 0.043%:*
(0.018) (0.018) (0.018) (0.018) (0.018) (0.018) (0.018) (0.018)
question_num -0.004***
(0.001)
topic_familiarity[T.Neutral] 0.026 0.029* 0.029 0.028 0.028 0.028 0.029* 0.025
(0.017) (0.018) (0.017) (0.017) (0.017) (0.017) (0.018) (0.017)
topic_familiarity[T.Uncomfortable] 0.063%*%  (0,062%**  (0.063*** (0.064%** (0.063%** (0.064%** (0,063%** (.063%**
(0.020) (0.020) (0.020) (0.020) (0.020) (0.020) (0.020) (0.020)
usage_level 0.045* 0.049* 0.047* 0.047* 0.047* 0.046* 0.048* 0.046*
(0.024) (0.025) (0.024) (0.024) (0.024) (0.024) (0.025) (0.025)
usage_level:advisor[T.expert] -0.019 -0.031 -0.022 -0.022 -0.022 -0.023 -0.027 -0.019
(0.035) (0.036) (0.035) (0.035) (0.035) (0.035) (0.035) (0.035)
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B.7 Manipulation Efficacy

One plausible criticism of the results is that participants may not have remembered the manipulation. The survey design
attempts to mitigate this in two ways. First, participants must pass a manipulation check that confirms the identity of
the advisor. Second, each feedback page explicitly repeats the advisor identity (Figure [20).

The Al chatbot answered:

(B) identifying and eliminating the causes of the consultee's difficulties in handling a problem

Now you have the chance to update your previous answer.
Question 2. According to Caplan's model of consultee-centered case consultation, the
consultant is primarily interested in

0 10 20 30 40 50 60 70 80 90 100

(A) identifying the causes and solutions of the client's presenting problems

‘ @

Figure 20: Advice format. The screenshot is taken from a Qualtrics survey and reflects what participants would’ve
seen.

There is additional anecdotal evidence that the manipulation has the desired effect. One participant in the expert
condition was confused about the manipulation. They emailed to say that they “personally assumed that a different
expert was asked for each question for their guess at the correct answer (for example, professors from different
departments from Berkeley [...])”, suggesting that “the respondent will typically assume (at least that was the case for
me), that the expert is human.” Other anecdotal comments confirm this assumption.

B.8 Persistence of Miscalibration
The miscalibration for advised choices does not change significantly over time. Figure [21] suggests a small decrease

in ECE,qvisea = 0.201 from questions 6-10 to questions 11-15. For the optional questions, participants are more
miscalibrated, but the standard errors are much larger. None of these effects are significant at a 95% level.

ECE by Question Group

Expected Calibration Error

1-5 6-10 11-15 16-20 21-25 26-30 31-35 36-40
Question Group

Figure 21: Expected calibration error over questions.
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B.9 Sources of Inefficiency

Several habits of participants worsen their actual average score (BS = 0.674) compared to a uniform baseline
(BS = 0.588) for the same WoA. There are two principal mistakes.

Misallocation Misallocation is the tendency to poorly adjust other answers after receiving advice. After extending
additional weight to one choice, participants often rescale the other answers in inefficient ways. For example, participants
might assign zero weight to an option they initially assigned a little weight. Consider an alternative in which participants
proportionately decrease their confidence in each of the other choices. Compared to the actual average Brier score

BS = 0.674, participants would have earned BS = 0.634, a modest improvement.

Extremism Extremism is the tendency for participants put both too much and too little weight on advice. What
if—holding the proportion of weight on the other adjusted answers the same—participants moved more consistently in
the direction of the advice? This behavior is parameterized by a shrinking parameter s which proportionately “shrinks”
each question’s weight on advice closer to the sample average, WoA. Specifically, for each question i:

WoA < WoA; + (1 — s)WoA

Otherwise, the relative ratio of the other adjusted choices is preserved. When originally there is full confidence in the
advised answer, confidence is uniformly allocated over answers. The optimal shrinking parameter is s*=0.62, achieving

a score superior to uniform allocation at BS=0.578. The relationship between scaling and Brier Score is quadratic and
displayed in Figure

Optimal Shrinking
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Figure 22: Optimal shrinking.

If the adjustment for misallocation is taken after depolarization, then the new optimal shrinking factor is s* = 0. Taken
together, these results suggest that extremism drives more of the inefficiency than malapportionment.

B.10 Qualitative Findings

Participants who said they used ChatGPT in the classroom were prompted to clarify how they used the tool. Although
they were assured that the information would not be identifiable, these may not be honest representations of their usage.
Nonetheless, they offer a glimpse into how students use ChatGPT in practice. Among other applications, students used
ChatGPT to:

* Explain concepts and develop understanding, for homework, projects, and studying.
* Brainstorm, outline, and draft essays.
* Complete coding assignments or write code snippets.

» Complete multiple choice quizzes.
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* Summarizes lengthy content.
* Preliminary research for essays.
* Validate answers.

The range of responses suggests a broad potential for ChatGPT in the classroom. A visualization of commonly used
terms is displayed in Figure 23]
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Figure 23: Word cloud of ChatGPT usages. The size of the phrase roughly corresponds to frequency. The most
commonly mentioned use was learning "concepts."

B.11 Power Analysis

A power analysis is conducted for an unpaired ¢-test on each participant’s average weight on advice across questions.
Setting a=0.05 and power 1 — § = 0.8, the sample is able to detect an effect size of Cohen’s d=0.336. For the advisor
condition, the effect size in the sample is d=0.195 requiring a sample size of n=412 to detect an effect. For the give
justification conditions, the effect size is d=1.90 and it requires a sample of n=436 participants.
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